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REPORT SUMMARY 

 The purpose of this project is to develop a control logic concept to enhance the function-
ality of FACTS controllers in transmission systems. We are describing an innovative concept 
that can be implemented, at a future phase, in an Energy Management System with the objectives 
of increasing power transfer capability, stability, and reliability through hierarchical control.  The 
scope of the work is:  to identify four key strategies for FACTS controls;  to prepare a technical 
basis for each of the strategies;  to expound the capabilities of the strategies, and to compare 
them to each  other for practical implementation;  to illustrate the strengths and weaknesses of 
the four strategies through demonstration software codes.  FACTS controllers offer the potential 
of improvement of ATC as well as flexible steady state power flow control and dynamic system 
response improvement. At this time, FACTS devices are individually controlled. The research 
issues include: control logic that allows maximal ATC while maintaining the system dynamic 
security, systematic control methodology integrating FACTS controllers and other conventional 
controls. The system control strategy is particularly challenging when the system dynamic secu-
rity is taken into account.  The new control strategies include computational algorithms and intel-
ligent system techniques that allow the FACTS controllers to increase transfer capabilities and 
relieve congestive network conditions. In this report, several strategies are proposed for FACTS 
control logic: 

• Dynamic security based FACTS control 
• Intelligent system applications 
• Transportation model strategies 
• Fast system study methods. 

The methods are described and examples are given for the implementation of these concepts.  
The main conclusions of this study are: 
• FACTS controllers are useful for both steady state and dynamic controls in power systems.  

Also, the control speed capability of FACTS controllers exceeds the requirements of dy-
namic and steady state power system controls. 

• FACTS controllers offer the possibility of transmission congestion alleviation and ATC im-
provement. 

• FACTS controllers may be used to improve system dynamic response . 
• The transportation method offers a useful method to effectuate FACTS control objectives. 
• System sensory measurements should be used to improve the accuracy of the calculation of 

FACTS control signals. 
• Intelligent methods and genetic algorithms may be used to determine the secure operating 

states of a power system, and these may be used to determine the ATC constrained to secure 
operating conditions. 

• FACTS controllers offer an alternative to special protection schemes.  This alternative has 
the advantage of not requiring generation to be taken off line. 
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EXECUTIVE SUMMARY 

 
The purpose of this project is to develop a control logic concept to enhance the function-

ality of FACTS controllers in transmission systems. We are describing an innovative concept 
that can be implemented, at a future phase, in an Energy Management System with the objectives 
of increasing power transfer capability, stability, and reliability through hierarchical control.  The 
scope of the work is: to identify four key strategies for FACTS controls;  to prepare a technical 
basis for each of the strategies;  to expound the capabilities of the strategies, and to compare 
them to each  other for practical implementation;  to illustrate the strengths and weaknesses of 
the four strategies through demonstration software codes.  In a competitive environment, more 
FACTS are expected in the power systems.  At this time, FACTS devices are individually con-
trolled. To achieve a higher ATC for a transmission system, however, it would be desirable to 
look at the FACTS control from a systems point of view.  In other words, new system control 
logic that allows the control of FACTS to provide maximal ATCs while maintaining the system 
dynamic security, including voltage security, will help transmission systems accommodate the 
fast increasing number of electricity transactions.  The research issues include: control logic that 
allows maximal ATC while maintaining the system dynamic security, systematic control meth-
odology integrating FACTS controllers and other conventional controls. The system control 
strategy is particularly challenging when the system dynamic security is taken into account. The 
new control strategies include computational algorithms and intelligent system techniques that 
allow the FACTS controllers to increase transfer capabilities and relieve congestive network 
conditions.  

 
The main functions of FACTS controls are:  power flow control; power management; 

voltage control; reactive power flow control;  and dynamic response stabilization (i.e., damping 
enhancement).  The response times for these control classes is generally in the 3 to 10 ms range 
which is readily accomplished using FACTS controllers.  Proposed general control structures 
include hierarchical controls and transportation methods.  In the case of hierarchical controls, 
several levels are established that progressively reach farther into the interconnected system and 
impact larger regions.  The higher hierarchies impact the widest areas and have control objec-
tives that relate to interconnected systems (e.g., inter-area oscillation damping;  inter-area power 
exchange;  transmission grid congestion reduction).  The lower level hierarchies focus on local 
controls, power flow control, and system response damping. 
 
 The main conclusions of this study are: 
 
• FACTS controllers are useful for both steady state and dynamic controls in power systems.  

Also, the control speed capability of FACTS controllers exceeds the requirements of dy-
namic and steady state power system controls. 
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• FACTS controllers offer the possibility of transmission congestion alleviation and ATC im-
provement. 

• FACTS controllers may be used to improve system dynamic response . 
• The transportation method offers a useful method to effectuate FACTS control objectives. 
• System sensory measurements should be used to improve the accuracy of the calculation of 

FACTS control signals. 
• Intelligent methods and genetic algorithms may be used to determine the secure operating 

states of a power system, and these may be used to determine the ATC constrained to secure 
operating conditions. 

• FACTS controllers offer an alternative to special protection schemes.  This alternative 
has the advantage of not requiring generation to be taken off line. 

 
Recommendations for additional research and development include: 

 
• The conversion of the transportation method to a simulation tested control logic for FACTS 

controllers. 
• The incorporation of FACTS controls into optimal power flow analysis methods. 
• The construction and testing of practical FACTS control software for application to an exist-

ing system. 
 

Key specific recommendations for further work include the following: 
  
• Identification of the types of FACTS devices to be incorporated and develop the software 

models  
 The types and analytical models of FACTS devices to be incorporated in the practical 
software should be determined in consultation with engineers from host EPRI member compa-
nies.  
 
• Development of  practical algorithms for optimal dispatch of the Available Transfer Capa-

bilities in interconnected power systems and remedial control 
 It has been shown that FACTS controls can expand the Total Transfer Capabilities and 
reduce the Transmission Reliability Margin.  The control logic is based on optimization methods 
and transportation congestion management techniques.  Remedial controls using FACTS devices 
have also been demonstrated.  Actual power system models should be developed for use with 
practical control logic algorithms.  This involves detailed modeling of the power system and the 
set of identified FACTS controllers to be used.  The optimization algorithms need to be tested. 
The concept of Pareto-optimal solutions is important here.  Given that there are multiple paths 
for which the ATC will be dispatched, it is necessary to determine the Pareto-optimal solutions 
and perform tradeoff among these solutions.  Considerations for the tradeoff include systems se-
curity and economics.  Genetic algorithms can serve as a search engine for the Pareto-optimal 
solutions and a full investigation of this tool is recommended.  

System dynamics need to be considered in the ATC calculation. The dynamic security 
criteria used by the host EPRI member company needs to be identified and reduced to a mathe-
matical specification.  The dynamic security criteria should be integrated into the ATC calcula-
tion algorithms.  
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In the pilot phase of this work, a relationship was identified between FACTS controllers and  
Special Protection Systems as remedial controls.  If the FACTS controllers can be used effec-
tively as remedial controls, they will be attractive tools to help avoid overloading and the associ-
ated problems that may arise.  It is recommended to develop optimization algorithms that 
calculate the FACTS control configuration and settings for  the purpose of remedial control.  It 
will be desirable if the same computational techniques that allow the calculation of the optimal 
ATC dispatch will also be used for optimization of remedial controls. 
 
• Software implementation of the optimal ATC dispatch algorithms  
 The coding of the control algorithms as efficient software is recommended.  The software 
tools should be selected in consultation with EPRI and the host member companies.  The goal is 
to select tools so that the developed package will be more efficient, generic and portable.  
 
• Validation and verification of the ATC dispatch software  
 The control algorithms should be validated based on the specifications and test cases.  
Comments from EPRI and host companies should be requested and used for enhancement of the 
software.  Test cases that are generic and representative should be selected so that the robustness 
of the algorithm can be achieved.  
 
• Development of implementation plans for the ATC dispatch algorithms in a practical envi-

ronment 
 The proposed Pareto-optimal ATC dispatch algorithm is a new tool for the power market 
environment.  The implementation of the tool requires a thorough analysis. Considerations in-
clude the software and hardware environment, data requirements, data acquisition associated 
with the new tool, and market data for economic evaluation.  Researchers should work with the 
host companies to develop implementation plans for the new ATC dispatch software.  
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ABSTRACT 

 
The purpose of this project is to develop a control logic concept to enhance the function-

ality of FACTS controllers in transmission systems. We are describing an innovative concept 
that can be implemented, at a future phase, in an Energy Management System with the objectives 
of increasing power transfer capability, stability, and reliability through hierarchical control.  The 
scope of the work is: to identify four key strategies for FACTS controls;  to prepare a technical 
basis for each of the strategies;  to expound the capabilities of the strategies, and to compare 
them to each  other for practical implementation;  to illustrate the strengths and weaknesses of 
the four strategies through demonstration software codes. 
 

The EPRI Electricity Technology Roadmap provides a clear vision for the future of 
FACTS application. ‘As FACTS devices are extensively deployed throughout the North Ameri-
can grid, system operators will be able to dispatch transmission capacity within the primary in-
terconnection regions, thus facilitating open access.’ The most important limitation for the 
Available Transfer Capability (ATC) in the open access transmission environment today is 
probably voltage security.  At this time, FACTS devices are individually controlled. To achieve a 
higher ATC for a transmission system, however, it would be desirable to look at the FACTS con-
trol from a systems point of view.  In other words, new system control logic that allows the con-
trol of FACTS to provide maximal ATCs while maintaining the system dynamic security, 
including voltage security, will help transmission systems accommodate the fast increasing num-
ber of electricity transactions.  The research issues include: control logic that allows maximal 
ATC while maintaining the system dynamic security, systematic control methodology integrat-
ing FACTS controllers and other conventional controls. The system control strategy is particu-
larly challenging when the system dynamic security is taken into account. The new control 
strategies include computational algorithms and intelligent system techniques that allow the 
FACTS controllers to increase transfer capabilities and relieve congestive network conditions.  
 
 In this report, several strategies are proposed for FACTS control logic: 
 

• Dynamic security based FACTS control 
• Intelligent system applications 
• Transportation model strategies 
• Fast system study methods. 

 
Among the techniques studied for FACTS controls are intelligent systems.  Intelligent 

system techniques include expert systems (or knowledge-based systems), artificial neural net-
works, fuzzy logic and evolutionary algorithms.  All of them find useful applications associated 
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with FACTS. These applications are different based on the diverse natures and capabilities of 
intelligent system techniques.  This chapter discusses each of the techniques and its potential ap-
plications related to FACTS devices. The results of this chapter can be summarized by: 
 

• Knowledge-based systems can serve as tools to assist system operators in identifying 
scenarios in which operator-initiated FACTS control is beneficial. 

• Artificial neural networks can be used to calculate the appropriate control settings for 
FACTS devices. 

• For FACTS control, fuzzy logic can be used to describe uncertain system parameters 
or constraints for the optimal power flow solutions. This is particularly useful for the 
calculation of transmission reliability margins associated with the ATC. 

• Genetic algorithm techniques are proposed for heuristics-based search of locations 
and settings of FACTS devices that result in high ATC values between areas in an in-
terconnected system. 

 
 Transportation methods are also studied as the basis of FACTS controls.  Transportation 
methods are based on the conservation of power.  These expressions alone do not give sufficient 
equations for the development of FACTS device control signals, but in combination with bus 
load measurements, and line power flow measurements, sufficient degrees of freedom are avail-
able for an accurate control strategy solution.  The method is easily programmed in higher level 
programming languages, it has been shown to be valid for small examples, and it has an adaptive 
nature which should allow for the accurate calculation of a control signal.  The main limitation of 
the method is in accuracy of the calculation of the control signal;  this can be controlled by aug-
menting the method with measurements and careful design of the placement of the measure-
ments.  The main advantage of the method is in calculation speed and the fact that relatively little 
memory is needed for the calculation.  The method is best suited for a sinusoidal steady state so-
lution of the FACTS control problem, although transient stability enhancement is also possible. 
 

The main conclusions of this study are: 
 
• FACTS controllers are useful for both steady state and dynamic controls in power systems.  

Also, the control speed capability of FACTS controllers exceeds the requirements of dy-
namic and steady state power system controls. 

• FACTS controllers offer the possibility of transmission congestion alleviation and ATC im-
provement. 

• FACTS controllers may be used to improve system dynamic response . 
• The transportation method offers a useful method to effectuate FACTS control objectives. 
• System sensory measurements should be used to improve the accuracy of the calculation of 

FACTS control signals. 
• Intelligent methods and genetic algorithms may be used to determine the secure operating 

states of a power system, and these may be used to determine the ATC constrained to secure 
operating conditions. 

• FACTS controllers offer an alternative to special protection schemes.  This alternative has 
the advantage of not requiring generation to be taken off line. 

 
Recommendations for additional research and development include: 
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• The conversion of the transportation method to a simulation tested control logic for FACTS 

controllers. 
• The incorporation of FACTS controls into optimal power flow analysis methods. 
• The construction and testing of practical FACTS control software for application to an exist-

ing system. 
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A A general rectangular matrix 
A, B, C Energy market agents 
A, B, C, E, F, G, H Subvectors of line flows and bus injected powers 
ACE Area control error 
AEP American Electric Power Company 
AGC Automatic generation control 
ATC Available transfer capability 
b Vector 
BPA Bonneville Power Administration 
c(t) Coefficient in transmission formula 
CBM Capacity benefit margin 
CPU Central processing unit 
CSC Convertible static compensator 
Db Desired value of vector b 
DE Desired value of vector E 
EPRI Electric Power Research Institute 
ETMSP Extended Transient and Midterm Stability Program 
E, F Right and left singular vectors of a rectangular matrix A 
f System dynamic equations, state equations 
FACTS Flexible AC transmission systems 
FCITC First Contingency Incremental Transfer Capability 
FCTTC First Contingency Total Transfer Capability 
FERC Federal Energy Regulatory Commission 
Fnode, Fbranch Generalized flows at a node or in a branch 
g(x, zT, u) Constraint equations 
GaN Gallium Nitride 
GTO Gate turn-off thyristor 
H(x) Line flow and bus voltage limits 
I Current, identity matrix 
IGBT Insulated gate bipolar transistor 
IPFC Interline power flow controller 
ISO Independent system operator 
j 1−  
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J Residual (error) in state estimation 
J Jacobian matrix 
J1. J2, …, Ja, Jb,  Submatrix partitions of the Jacobian matrix 
k Equivalent susceptance 
k Number of transactions in deregulated system environment 
k(J) Spectral radius of matrix J 
L Incidence matrix 
LEOS Low Earth orbit satellite 
M A binary integer used in connection with a genetic algo-

rithm 
MA, MB, MG Measurements of vectors A, B, G 
N Arbitrary integer, number of equations in a state estimator 
N-1 Reference to a single line outage contingency 
NA, NB, NC, … The number of rows in vectors A, B, C, … 
NATC Non-recallable ATC 
NERC North American Electric Reliability Council 
NRES Non-recallable reserved amount. 
NYPA New York Power Authority 
OASIS Open Access Sametime Information System 
OPF Optimal power flow 
P A binary integer used in connection with a genetic algo-

rithm 
P, pI Active power 
Pc, Pctrl Controlled power 
PQ, PV Type of system bus used in power flow study in which P, Q 

or P, |V| are specified 
PSS Power system stabilizer 
PWM Pulse width modulation 
Q Reactive power 
R Resistance 
RATC Recallable transmission service 
rms Root mean square 
RSP Related system path method for determining ATC 
S Complex power 
Sbus Injected bus complex power 
SCADA Supervisory control and data acquisition system 
SCR Silicon controlled rectifier 
SiC Silicon Carbide 
Sline Line flow complex power 
SPS Special protection scheme 
SSSC Static synchronous series compensator 
STATCOM Static synchronous compensator 
SVC Static var compensator 
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TTC Total transfer capability 
TVA Tennessee Valley Authority 
u(t) FACTS control signal 
UPFC Unified power flow controller 
V Bus voltage 
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W Weighting matrix 
WAPA Western Area Power Administration 
X Reactance 
X State vector 
x, x(t) A system state 
XC, xL Capacitive and inductive reactance 
zT System variables such as bus injections and line constants 
# Bus voltage phase angle 
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λ Eigenvalue 
h Vector of state variables to be estimated 
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____ 
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CHAPTER 1  

CONTROL LOGIC FOR FACTS 

 
 

1.1  Scope 
 

The purpose of this project is to develop a control logic concept to enhance the function-
ality of FACTS controllers in transmission systems. We are describing an innovative concept 
that can be implemented, at a future phase, in an Energy Management System with the objectives 
of increasing power transfer capability, stability, and reliability through hierarchical control.  The 
scope of the work is: 
 

1. To identify four key strategies for FACTS controls 
2. To prepare a technical basis for each of the strategies 
3. To expound the capabilities of the strategies, and to compare them to each  

other for practical implementation 
4. To illustrate the strengths and weaknesses of the four strategies through dem-

onstration software codes 
5. To document the research. 

 
 
1.2  Project Management and Report Preparation 
 
 Dr. Adel-Aty Edris served as the project manager at EPRI.  The investigators are Dr. G. 
T. Heydt and Dr. Chen Ching Liu.  Dr. Heydt is with Arizona State University, and Dr. Liu is 
with the University of Washington.  This report was prepared as a cooperative effort between the 
authors, but the main responsibilities for Chapters 3 and 4 were Dr. Liu and for Chapters 5 and 6 
assigned to Dr. Heydt. 
 
 
1.3  Introduction and Motivation 
 

Traditionally, power system controls are limited mainly to generator controls and line 
switching. In recent years, the use of solid state switching technology has been proposed for 

0



 

 

1-2 
 

 
 

more effective power flow control. The potential of solid state 'flexible AC transmission system' 
(FACTS) devices is exactly that: the use of various electronic switching technologies for high 
power (e.g., multi-megawatt) flow control. As the solid state technologies progress and make this 
potential a reality, it is important to develop, in parallel, system control strategies for FACTS 
controllers.  
 

The EPRI Electricity Technology Roadmap provides a clear vision for the future of 
FACTS application. ‘As FACTS devices are extensively deployed throughout the North Ameri-
can grid [J14], system operators will be able to dispatch transmission capacity within the primary 
interconnection regions, thus facilitating open access.’ The most important limitation for the 
Available Transfer Capability in the open access transmission environment today is probably 
voltage security. Well known FACTS applications include advanced series capacitor at WAPA, 
BPA’s thyristor-controlled series capacitor, TVA’s static synchronous compensator, the con-
vertible static compensator (CSC) at NYPA, and AEP’s unified power flow controller. These 
control concepts are primarily based on steady state control concepts, i.e., control of voltages, 
MVARS, and power flows. In a competitive environment, more FACTS are expected in the 
power systems. At this time, the FACTS devices are individually controlled. To achieve a higher 
ATC for a transmission system, however, it would be desirable to look at the FACTS control 
from a systems point of view. In other words, new system control logic that allows the control of 
FACTS to provide maximal ATCs while maintaining the system dynamic security, including 
voltage security, will help transmission systems accommodate the fast increasing number of 
electricity transactions. The research issues include: control logic that allows maximal ATC 
while maintaining the system dynamic security, systematic control methodology integrating 
FACTS controllers and other conventional controls. The system control strategy is particularly 
challenging when the system dynamic security is taken into account. For example, if voltage se-
curity is the limiting factor of the ATC, how does FACTS control increase the voltage stability 
margins and the ATCs as the system operating conditions change with the electricity market? 
The new control strategies include computational algorithms and intelligent system techniques 
that allow the FACTS controllers to increase transfer capabilities and relieve congestive network 
conditions.  
 

In transportation, highway network congestion can be managed by traffic flow control. 
For example, metering and flash lights at highway entrances help to manage the traffic flow. In 
the power system environment, the congestion management may be viewed as a power flow con-
trol problem. FACTS controllers provide powerful control devices that provide dynamic voltage 
control and regulation of the flows on transmission lines. Analytical methods can be formulated 
for the power flow control problem. Clearly a power system is not a transportation network as a 
power system is subject to different physical laws. The system wide power flow control problem 
considering various ATCs and dynamic security is a new challenge to power system engineers.  
 

FACTS controllers are fast. To take advantage of these fast controllers, the new system 
control logic also has to be fast. Modern computer and communications technologies have pro-
vided a powerful environment for wide area control. To calculate the appropriate controls for an  
operating condition, the new system control logic must be able to analyze the ATC and system 
security quickly and identify the most beneficial control devices.  
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Based on the above discussion, this proposal deals with the exposition of four main 
strategies for FACTS device controls. The strategies are broadly classified as: 

 
• Dynamic security based FACTS control 
• Intelligent system applications 
• Transportation model strategies 
• Fast system study methods 

 
 
 
 
1.4  Coverage of this Report 

 
The project is organized into six  tasks: 

 
Task 1 - Dynamic security based FACTS control 
Task 2 - Intelligent system applications 
Task 3 - Transportation model strategies 
Task 4 - Fast system study methods 
Task 5 - Coordination of results. 
 

This report is the result of Task 6 of the cited research project.  Also, an IEEE technical paper 
was prepared on the main points [J16].  The statements of work for each task are shown in Table 
1-1. 
 
 
 
 
1.5  FACTS Control Logic Literature 
 
 It is reasonable to state that the literature of flexible AC transmission systems, the con-
cept, controls, devices, and auxiliary considerations, is huge.  With regard to FACTS controls 
themselves, the literature can be organized into several main segments:  transient controls vs. si-
nusoidal steady state;  operating considerations vs. planning;  literature that focuses on the de-
vices themselves versus their placement and analysis.  Table 1-2 shows an organization of the 
literature.  This table is a guide to the selected, recent literature citations that appear at the end of 
the report.  General references cited in the report text appear in section [J] of the reference list. 
 
 It is worthwhile to provide a brief sampling of the literature and the reported analysis and 
research in the area of FACTS controls: 
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Table 1-1 
Statement of work for each project task 
 
Task Descrip-

tion 
Statement of Work 

 
 
 

1 

Method #1  
Dynamic 
security 
based 
FACTS 
control 

Analyze FACTS control from a systems point of view. Define new system control 
logic that allows the control of FACTS to provide maximal ATCs while maintaining 
the system dynamic security, including voltage security, Discuss how transmission 
systems can accommodate the fast increasing number of electricity transactions. De-
fine a systematic control methodology integrating FACTS controllers and other con-
ventional controls. Discuss feasibility of the defined concepts.  Illustrate the 
strengths and weaknesses of the strategy through demonstration software. 

 
 
 

2 

 
Method #2 
Intelligent 
system 
applica-
tions 

Define new control strategies including computational algorithms and intelligent 
system techniques that allow FACTS controllers to increase transfer capabilities and 
relieve congestive network conditions. Analyze how system operators can dispatch 
the transmission capabilities to facilitate open access. Intelligent system techniques 
include knowledge-based systems, neural networks, fuzzy logic and heuristic (or 
evolutionary) algorithms. Illustrate the strengths and weaknesses of the strategy 
through demonstration software. 

 
 

3 

Method #3 
Transporta-
tion model 
strategies 

Perform a literature search on the subject of transportation systems analysis in power 
flow applications;  and research the application, its strengths and weaknesses, for 
application of a high speed, on-line sinusoidal steady state analysis of large, inter-
connected power systems.  Also, perform example studies to demonstrate the con-
cept. Illustrate the strengths and weaknesses of the strategy through demonstration 
software. 

 
4 

Method #4 
Fast system 
study 
methods 

The subject of fast sinusoidal steady state analysis of power flow for large intercon-
nected systems shall be researched and summarized in a preliminary written report.  
The strengths and weaknesses of the methods used shall be documented. Analysis of 
error of these techniques shall be performed. Illustrate the strengths and weaknesses 
of the strategy through demonstration software. 

 
5 

Coordina-
tion of re-
sults 

Assemble the results of Tasks 1 – 4, and compare the results critically for applica-
tions of FACTS controllers.  The controller design will be based on sinusoidal steady 
state analysis, but applications in transient response enhancement will be included.  
The comparison of techniques will be prepared in an intermediate report. 

 
6 

 
Documen-
tation 

Results of tasks 1-4 of the project shall be fully documented in the form of a final 
report.  The intermediate report generated in Task 5 shall be reviewed and modified 
as needed, and this shall be integrated into the final report.  The final report shall be 
presented to EPRI for its assessment and comments, and corrections and additions 
shall be made as needed. 

 
 
Table 1-2 
Organization of FACTS literature 
(citations refer to references cited at the end of this report) 
 
 Modeling 

and analysis 
OPF and 
dispatch 

 
Stability 

Specialized 
control struc-

tures 

Device appli-
cations and 
placement 

Sinusoidal steady 
state 

[A1]-[A28] [B1]-[B14]    [C1]-[C23]  [D1]-[D35] 

Transient [E1] – [E6]  [F1]-[F15] [G1]-[G16] [H1] – [H21] 
“Coordinated”* [I1]-[I7]  

*The term coordinated refers to controls that consider both transient and sinusoidal steady state modes of 
operation. 
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FACTS controls for optimal power flow 
 

FACTS controls for optimal power flow have been proposed [B1] – [B12].  The basic 
method of analysis and implementation is the sinusoidal steady state modeling of FACTS con-
trollers, generally as voltage and current sources, with losses and phase shifts modeled as dis-
crete devices.  The concept is to replace conventional P-V and PQ buses in power flow studies 
by new bus types in which the FACTS controls are implemented.  The concept of OPF has been 
implemented and tested with synthetic data.  The placement of FACTS controllers to create the 
best effect has been addressed but not fully solved.  The general methods have been demon-
strated to work for the control of flows between areas and companies:  the concept is clearly 
aimed at the deregulated power market.  The issues of conflicting controls (i.e., entity A requests 
a certain dispatch, entity B requests a different dispatch) have not been clearly addressed. The 
state of the art is that using fairly simple models and conventional OPF concepts, satisfactory 
sinusoidal steady state OPF solutions can be obtained including FACTS controllers. 
 
Artificial intelligence applications in FACTS technology 
 
 There are not many references that target specific applications of artificial intelligence 
methods to FACTS technologies, but there are many references to applications in power engi-
neering in general.  For example, [J1] and [I7] contain an overview.  Reference [C2] relates to 
fuzzy logic applications in FACTS applications, and [H11] deals with rule based methods for 
power system controls – including those with FACTS controllers.  Special attention is drawn to 
[G14] that relates to the application of a genetic algorithm for fuzzy controls of FACTS control-
lers. 
 
Stability enhancement using FACTS controllers 
 
 Because of the cost of FACTS devices, it is important to include all elements of benefit to 
demonstrate a favorable cost to benefit ratio.  The improvement of system dynamic response is a 
critical element in this assessment.  The improvement of dynamic response occurs because of the 
near instantaneous capability to control power flow in lines.  The essence of the idea is the en-
hancement of system damping.  This is engineered as the design of FACTS controls such that the 
controlled system has more negative real parts of system eigenvalues.  The concept of system 
eigenvalues is inherently a linearization of the actual nonlinear system. Nonetheless, the lineari-
zation and subsequent movement of system poles, or eigenvalues, to the left of the jω axis in-
sures that local performance is better damped.  The concept is identical to the design of power 
system stabilizers (PSSs).  In the case of PSSs, the controlled variables are mainly the generator 
field currents.  These controls have the limitation of field time constant (which is measured in 
seconds) [J3].  In the case of FACTS controllers, there is no high field inductance, and the con-
trol action can occur at the millisecond range.  A realistic assessment of the speed of the control 
is the time required for the identification of the control action (about one or two cycles in a 60 
Hz system), followed by a transmittal of the control signal (less than 2 ms if hard wire or micro-
wave is used, less than 10 ms if low Earth orbit satellite (LEOS) transmission is used), followed 
by the actual control setting of the FACTS controller.  The latter is in the 1 ms range.  Therefore, 
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a realistic estimate of response time for a FACTS controller is 20 – 44 ms.  The literature de-
scribes various damping strategies such as the utilization of local measurements plus the calcula-
tion of an energy function [F8];  affine controls based on precalculated values [C3] – [C6];  
intelligent and neural network based methods [A14], [C3]. [F4], [H8]; static linearization [A17], 
[E1]; hierarchical methods [F4];  and target oriented methods [C2], [G15].  In the case of the lat-
ter, a target response is precalculated, and the control required to produce that response is back-
calculated.  This method is also termed ‘inverse control’.  Various forms of eigenanalysis and 
eigen-sensitivity have been proposed and demonstrated:  a sampling includes [E6], [J9].  Wide 
area measurements in connection with PSS design appear in [J4], [J6]. The concept of controlla-
bility of systems with FACTS controllers is considered in [C3].  Fuzzy logic controllers appear 
in [F1] – [F2], [G14]. 
 
Coordination of controls 
 
 The concept of coordination of controls refers to the design of several control systems 
that may have different objectives, but that nonetheless operate at the same time harmoniously;  
or, the design of several control objectives in a single control system.  Because of the inherent 
flexibility of FACTS, their use is expected to be maximized.  The two main types of control ob-
jectives are transient stability (including damping enhancement) and sinusoidal steady state op-
eration.  In the case of the former, the objectives generally relate to stability and damping, and 
these objectives operate in the short term range (e.g., less than a second does, and perhaps in the 
millisecond range).  The sinusoidal steady state operation necessarily operates longer than one 
cycle (i.e., 1/60 second), and frequently falls into the range of several seconds or longer.  The 
concept of coordinating the controls relates to: 
 
• Identification of modes of operation using system measurements 
• Switching controls as needed from the transient stability mode to the sinusoidal steady state 
• Utilization of both higher and lower level signals in order to accommodate local needs as 

well as wide area considerations. 
 
 The concept of coordinated controls is discussed in [D9] and [G4].  A specialized coordi-
nation of controls for a static var compensator is shown in [H6].  References [I1] – [I7] deal with 
coordinated controls for FACTS controllers.   
 
Additional remarks 
 

As an indicator of the current interest in FACTS controls, note that at the IEEE 2000 
Summer Power Meeting Seattle, there were at least 28 technical papers that dealt with FACTS 
technology as the main subject [A27, A28, B13, B14, C20-23, D29-33, E6, F11-15, G14-16, 
H21, I6, I7, J9-11].  A preliminary report summarizing the subject of control logic for FACTS 
controllers was prepared for the 2001 IEEE Summer Meeting [J16]. 
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CHAPTER 2  

REQUIREMENTS FOR FACTS CONTROLLERS 

 
 

2.1  General Requirements 
 
 The main requirements for FACTS controllers can be categorized as sinusoidal 
steady state or transient.  The sinusoidal steady state controls are basically power flow 
controls.  These controls are intended to perform economic dispatch and transaction sales 
functions.  The transient controls are intended to stabilize the system by adding damping.  
Although the steady state and transient functions are distinct, there is a proposed plan to 
coordinate the two functions (i.e., a ‘coordinated’ control).  The motivation for coordinat-
ing controls is to balance the tradeoff between the two objectives, and to rapidly transi-
tion between the objectives as needed. 
 
 The basic needs of several types of FACTS controllers are listed in Table 2-1. 
 
 The temporal needs of FACTS controllers (i.e., the response time) depend on the 
mode of operation.  Power flow control applications are slower than transient applica-
tions.  The power flow controls generally rely on the average power and control of aver-
age power.  In the steady state mode, that is for power flow control, the basic response 
time is a few cycles (of the 60 Hz wave).  On the basis of the utilization of average power 
(i.e., ‘active power’), a realistic lower limit of power flow control response time is about 
17 ms.  VAr flow control and var injection also falls into the same response time range.  
In some applications, many cycles will elapse in the process of control, and response time 
of 100 ms or more might be tolerated.  The dynamic mode of operation, namely damping 
enhancement, requires a much shorter response time.  The full utilization of FACTS con-
trollers for transient response enhancement entails damping improvement, and coordina-
tion with power system stabilizers (PSSs).  This is in the range of ¼ of a cycle or about 3 
ms at the lower limit.  Table 2-2 shows estimates of response time requirements for 
FACTS devices and their controllers. 
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Table 2-1  
Requirements for FACTS controllers 
 
Type of con-

trol 
Steady state requirement Dynamic requirement 

 
 
Power flow 
control 

• Control of thyristor delay angle based on 
power flow set point (from SCADA) 

• Fixed active power flow control strategy to 
control thyristor delay angle 

• The magnitude and phase of an injected 
voltage in series with the controlled trans-
mission line must be controlled 

Power man-
agement 

• An interline power flow controller (IPFC) 
is used to inject power from an adjacent 
circuit into a controlled line 

Voltage con-
trol 

• Fixed voltage feedback controller 
• Supervisory command control to set volt-

age 
 
 
 
 
 
Var control 

• In static var compensators and thyristor 
controlled capacitors, reactive power con-
trol may be present.  Often this is a super-
visory action, but an on-line voltage 
control may be implemented to effectively 
control vars. 

• In a STATCOM, current is controlled and 
injected into the controlled bus. 

• For unified power flow controllers, fixed 
bus voltage strategies may be effectively 
var controls.  The controller injects a con-
trolled reactive current (capacitive or in-
ductive). 

 
 
 
 
 
 
• Few transient strategies 

have been put forward for 
control of devices such as 
unified power flow control-
lers.  The basic requirement 
is the control of a PWM in-
verter to insert a correction 
signal in a series arrange-
ment with a line. The con-
troller must generate a 
suitable PWM amplitude 
modulation index in real 
time. 

 
 
 

Dynamic 
response 
stabilization 

• Steady state stability 
• N-1 contingency analysis and passing 

‘tests’ for contingency cases 

• The main concept is to add 
damping to the system, and 
to supplement power sys-
tem stabilizers. 
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Table 2-2  
Approximate response time requirements for FACTS controllers for various control re-
gimes 
 

Estimated response time requirement Type of control 
Steady state requirement Transient requirement 

Power flow 
control 

 
Several cycles (e.g., 150 – 300 ms) 

Rapid, on-line tracking capability.  
Estimates are in the quarter cycle 
range (e.g., 3 - 10 ms) 

 
Voltage control 

Several cycles, but faster response 
time as compared to power flow con-
trol to track load variation (e.g., 50 - 
200 ms) 

Quarter cycle requirement as evi-
denced by transient voltage restorer 
applications (e.g., 3 - 10 ms) 

Var control 50 - 200 ms Vars are generally defined for  sinu-
soidal steady state for T > 1/60 second 

Stability en-
hancement / 
coordination 
with PSSs 

  
About 3 ms 

 
 
 
 The dynamic range of FACTS controllers is generally expressed in per unit on the 
basis of the circuit rating.  For unified power flow controllers, the range is generally ac-
cepted to be either zero to one per unit, or !1.0 depending on the design, protection and 
auxiliary equipment on the line.  The bandwidth of FACTS controllers can be estimated 
by evaluating the inverse of the reaction time requirement.  For power flow applications, 
this is in the range 0 – 3 Hz, and for transient applications, 0 – 350 Hz. 
 
 
 
2.2 Dispatch of Transmission Capabilities Using FACTS 
 

The U.S. power industry is going through an unprecedented restructuring over the 
last several years. The Federal Energy Regulatory Commission (FERC) Order 888 and 
Order 889 in 1996 provide the regulatory framework for open access to the transmission 
grid. In this new open access environment, generation companies can access the trans-
mission grid to deliver electricity to the consumers. Today, Independent System Opera-
tors (ISOs) or their equivalents are responsible for monitoring and operation of the 
transmission grids. ISOs may not be the owners of the grid, however. Participants of an 
electricity market can acquire information concerning transmission capabilities from the 
Open Access Sametime Information System (OASIS).  

 
The North American Electric Reliability Council (NERC) has developed defini-

tions and guidelines for the Available Transfer Capabilities (ATC). Generally speaking, 
the ATC of a transmission system is its Total Transfer Capability (TTC) minus the com-
mitted (scheduled) amount, the transmission reliability margin (TRM) and the capacity 
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benefit margin (CBM).  Here TRM is the amount of transmission capacity reserved to 
ensure that the system is secure under contingency conditions and CBM is the transmis-
sion capability that allows a system to import electricity to meet the reliability require-
ments. It is important to note that ATC is defined from an area to another, say, from area 
A to area B. This fictitious path from A to B does not necessarily correspond to a physical 
transmission line in the power grid.   Transmission is an important issue for an electricity 
market. Congestion of the transmission grid may affect the transmission pricing, leading 
to higher risks for the market participants. Congestion management is the responsibility 
of the ISOs.  

 
There is a potential for gaming in the transmission system in a competitive mar-

ket. For example, suppose there are three players in an electricity market, A, B and C. It 
is assumed that A has the lowest generation cost and has the capacity to serve the total 
load in the system. In other words, A would capture the entire market share if the market 
were determined solely by the production cost. The market, however, relies on the trans-
mission system to deliver the electric energy. Suppose B and C belong to the same com-
pany and B shares the transmission capacity of a line with A. A and B may be electrically 
close to this line and they depend on this line to deliver the electricity. Now the market 
determines the amount of electricity to buy or sell based on bids from the three partici-
pants. Note that B and C have higher generation costs relative to A. In a gaming scenario, 
B can bid lower than A’s cost of generation so that B will be selected by the market to 
supply MW. Since B and A share transmission access to the market and B is taking the 
transmission capacity so that the market is no longer able to buy from A, the market will 
have to turn to C to purchase MW in order to meet the load demand. At this time, C is a 
monopoly and therefore it is possible for C to bid high so that it is able to gain profit and 
compensate for B’s losses. The result of gaming by B and C leads to the loss of A’s mar-
ket share. The above scenario is likely to occur in some market structures such as the 
U.K. market. It is important to design the market structure to avoid such gaming that can 
unfairly increase the overall costs to the consumers. An analysis of gaming in an electric-
ity market using transmission capacities is provided in [J12]. 
 

In the market environment, the number of electric energy transactions is expected 
to increase significantly. In this environment, it is desirable for the transmission operator 
to accommodate as many transactions as possible. However, the transmission system op-
erator also has to take into account the system security and reliability requirements. Since 
the energy transactions are market driven, the transmission system capacity also has to be 
more flexible in order to provide access to the transactions. FACTS controllers provide a 
great opportunity to dispatch the transmission capabilities in the open access environ-
ment. Figure 2-1 is an illustration of the three layers - Transactions, Transmission and 
Controls. It is the goal of a transmission system operator to use FACTS and other control 
devices to expand the transmission capability so that the transactions can be accommo-
dated as much as possible. 
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Electric Energy
Transactions
from Area to
Area

Physical Transmission
Capabilities: Line
Capacity and System
Security Constraints

Control by FACTS
Devices

 
 

Figure 2-1 
Transactions, transmission, and control layers 
 

 
Based on the steady-state formulation described here, an optimization problem is 

formulated as, 
 

Min ΣPi 
 u 
 
Subject to 
 
f (x, zT, u) = 0 
g(x, zT, u) = 0 
h (x) < 0 (line flow and bus voltage limits) 
u min < u < u max 

 
Note the example objective function here is to minimize the system losses. A more inter-
esting objective function would be to minimize the ‘unmet’ demands for transmission 
capabilities. This new objective is expected to become desirable in the competitive envi-
ronment.  FACTS controllers can be modeled as injections instead of impedance ele-
ments. These injection values depend on the settings of the FACTS controllers. Based on 
this model, the steady state power flow methods can be used determine the resulting 
power flow patterns for the given FACTS parameter values.  
 

If transmission is a service for profit, the objective function can be the sum of all 
transmission charges that the market participants have to pay. In a simple case, this can 
be a function of the MW amounts delivered by the grid and possibly other fixed costs.  
The scenario becomes more complex if concepts such as Fixed Transmission Rights have 
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to be incorporated. It is also possible that some FACTS controls are acquired as ancillary 
services and therefore their costs depend on the market clearing result.  

 
Based on the above formulation, the concept of FACTS control is identical to the 

traffic control through metering at the freeway entrances. The traffic metering is based 
on the congestive conditions on the freeways. The traffic condition is monitored through 
cameras installed along the freeway. Through metering, the ‘injections’ into the freeways 
are controlled in order to relieve congestion. Since FACTS controllers can also be mod-
eled as bus injections, the FACTS settings alter the injection amounts in order to manage 
the power flow congestion. The difference, however, is that a power grid is an electrical 
network that must satisfy a different set of physical laws.  Recall that ATCs are not nec-
essarily physical paths on the power grid. Therefore congestion may take place on trans-
mission lines that extend beyond the ‘from’ and ‘to’ areas of an ATC path. Congestion in 
a power grid can occur due to transmission line thermal constraints or system security 
constraints. Congestion management can be performed by FACTS controls. In some 
market models, controls such as voltage / var devices are considered ancillary services. In 
this case, FACTS controls are compensated by the market value. That is, a bidding proc-
ess will determine which devices are needed and how the market will achieve the re-
quired controls at the minimal cost. The market structure is an important factor to create 
an incentive for installation of FACTS. In [J13], an optimization method is formulated 
that enables the ISO to make least cost decisions for purchasing ancillary services. 
 
 
 
2.3 Types of Controls 
 
 Flexible AC transmission technologies depend on the actual type of FACTS con-
troller used, the objectives of the controls, the detailed nature of the elements used to ef-
fectuate the control, and other design factors.  There are many potential FACTS 
controllers but the main types can be categorized as: 
 

• Shunt devices that inject current into the network 
• Series devices that insert a series voltage into a transmission circuit 
• Back-to-back converters that allow control of power flow and other elec-

trical parameters. 
 

Control strategies depend on the technology used as well as the detailed designs of the 
implementation of these FACTS controllers.  Examples of these device details are dis-
cussed below, and some conclusions are made on the requirements for control logic. 
  

Each of the three main classes listed above may be implemented in a variety of 
ways.  As an example, solid state switches may be used in a variety of AC/DC – DC/AC 
back-to-back converter configurations.  Each of these configurations may be imple-
mented in an actual design using a range of semiconductor switches such as silicon con-
trolled rectifiers (SCRs), gate turn-off thyristors (GTOs), MOSFET controlled thyristors 
(MCTs), insulated gate bipolar transistors (IGBTs) and many other devices.  The SCR 
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(thyristor) switches are classic devices used in many power switching applications over a 
very wide range.  They have been used for many years in such applications as high volt-
age DC and controlled, forced commutated rectifiers and inverters.  The SCR type con-
trols are limited in response speed in comparison with transistors, but the great advantage 
of this switch is the power handling capability.  Switches in the 8 kV, 1 kA range are 
readily available, and the cost is reasonable.  The promise of exotic new semiconductors 
such as GaN and SiC have the promise of significantly increasing individual switch ca-
pability.  

 
A full discussion of the capabilities of each type of semiconductor switch, appli-

cation of those switches to the specific FACTS controller selected, and the ways in which 
the semiconductor switches are configured in order to implement the design, are beyond 
the scope of this report.  However useful references in this area include the many power 
electronics textbooks that are currently available (e.g., Mohan, [J4]).  Bose [J15] appears 
to give an annual update on semiconductor switch capabilities and a resume of recent ap-
plications.  From the point of view of FACTS  control logic requirements, contemporary 
semiconductor switches and typical configurations of controllers are easily capable of ¼ 
cycle (i.e., about 4 ms) switching well into the 100 MVA range.  Much faster and higher 
power switching (and, hence, control) are within the capabilities of contemporary tech-
nologies, and there is the promise of lower cost, fast, high power semiconductor switches 
available commercially by 2010 [J15]. 
 
 
 
2.4  Hierarchical Control Structure Using Transportation Methods 
 
General remarks 
 
 Hierarchical structures are common in nature and man made infrastructures.  For 
example, the hierarchy of American government is that there is a local mayor, a state 
governor, a national congress, and a president.  One might consider the United Nations as 
a super-national agency.  The smaller local governments act relatively quickly, they deal 
with local concerns, and they have policies that impact only local population.  As one 
moves up the hierarchy, measurements of public opinion and needs are passed vertically 
to higher hierarchies.  The higher infrastructures act less quickly, they deal with an ever-
widening population, and they have different goals from the local structures.  The higher 
infrastructures may pass information (e.g., ‘signals’) horizontally to corresponding gov-
ernments, and the higher structures generate controls that are passed downward to effect 
desired wide area objectives.  This general concept is illustrated pictorially in Figure 2-2.  
In Figure 2-2, the upward arrow indicates that measurements are passed upward, the 
downward arrow indicates that controls are passed downward, and the horizontal arrow 
indicates the transfer of information from area to area.  The upper box is the supervisory 
hierarchy, the middle box is the intermediate level (and may consist of many intermediate 
levels), and the lower box is the local control and measurement structure.  Below the en-
tire hierarchical structure is the device(s) under control in one or more regions (areas, 
control areas). 
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Application to FACTS controls 
 
 The general concept of hierarchical control may be used in any application in 
which there is a natural dichotomy of levels:  for example, the American government il-
lustration given above.  In the case of FACTS controllers, there are two dichotomies:  
steady state vs. transient;  and local vs. wide area.  This generalized structure is depicted 
in Figure 2-3.  Several usual and not-so-usual functions are tabulated in the partitioned 
region.  To fully utilize the flexibility and speed of FACTS controllers, both steady state 
and transient functions must be implemented.  These are coordinated controls.  Under this 
assumption, the natural hierarchical structure of a FACTS controller is shown in Figure 
2-4.  In Figure 2-4, controls on the basis of local, control area, and wide area are depicted. 
 

Local controls and local
m easurem ents

Coordination of several entities
and measurements

Wide area coordination

Measurements

Controls

Local devices under
control

Information transfer

 
Figure 2-2 
Illustration of a general hierarchical structure 
 
 
 

 Steady State Transient 
 
Wide area 

• N-1 contingency dispatch 
• OPF 
• Constrained OPF 
• Power flow control and 

management 

 
 
• Wide area power system 

stabilizers 

 
Local 

• VAr control 
• Voltage regulation / set-

ting 

• Power conditioning 
• PSSs 

 
Figure 2-3 
Dichotomies of controls of a power system with FACTS 
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 Measurements Wide area controller  
     
     
  Control area level  
     
     
  Local controller  
     

Controls Generators  FACTS control-
lers 

 

     
Figure 2-4 
Hierarchical control of FACTS controllers 
 
 
 
Objectives of the hierarchical levels 
 
 The control objectives of the hierarchical levels must reflect the nature of wide 
area control at the upper levels – with its longer term calculation requirements and wide 
area of impact;  and the nature of the intermediate level which focuses on control area 
strategies, area control error, and some dynamic considerations;  and finally the lowest 
hierarchical level which is the local level.  At the local level, the controller is concerned 
with voltage support, var management, some power conditioning, measurement of gen-
erator output, and application of control signals to all the controls.  Following the format 
of Figure 2-2, Table 2-3 shows the nature of the control objectives in a three tier hierar-
chical FACTS controller, and Table 2-4 shows the information, signal flow, and meas-
urements in a three tier hierarchical FACTS controller. 
 
 
 
Table 2-3 
Control objectives of a three tier hierarchical FACTS controller 

 
 Steady state Dynamic 
 

Wide area 
• N-1 contingency analysis and constrained dis-

patch 
• OPF 
• Constrained OPF 
• Power flow control and management 

 
 
• Wide area PSS 

Control area • Area control error management 
• Tie line flow control 

• Added damping 

 
Local 

• Var control 
• Voltage regulation 
• Power setting (manual dispatch) 
• Voltage collapse detection and management 

• PSS 
• Power condition-

ing 
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Table 2-4 
Signal flows in a three tier hierarchical FACTS control 

 
 Measurement Control Signal exchange 

Wide area • From control areas • To control areas -- 
Control area • From local control-

lers 
• To local controllers • Between control ar-

eas 
 
 

Local 

 
 
• From generators, tie 

lines, FACTS con-
trollers 

• To PSSs 
• To FACTS control-

lers 
• To boiler and turbine 

controls 
• Special protection / 

remedial action 
schemes 

 
 
• Between adjacent 

generating units 

 
 
 

2.5 Summary 
 
 The main functions of FACTS controls are:  power flow control; power manage-
ment; voltage control; reactive power flow control;  and dynamic response stabilization 
(i.e., damping enhancement).  The response times for these control classes is generally in 
the 3 to 10 ms range which is readily accomplished using FACTS controllers.  Proposed 
general control structures include hierarchical controls and transportation methods.  In the 
case of hierarchical controls, several levels are established that progressively reach far-
ther into the interconnected system and impact larger regions.  The higher hierarchies im-
pact the widest areas and have control objectives that relate to interconnected systems 
(e.g., inter-area oscillation damping;  inter-area power exchange;  transmission grid con-
gestion reduction).  The lower level hierarchies focus on local controls, power flow con-
trol, and system response damping. 
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CHAPTER 3 

DYNAMIC SECURITY BASED FACTS CONTROL 

 
 
3.1 Expanding Transmission Access Using FACTS Control of System  
     Dynamics   
 

In a simplified view, an electric energy transaction can be modeled as a set (A, p, 
B), where A is the point of delivery, p is the MW amount of the transaction and B is the 
point of receipt. Given a set of  k transactions, T = {(Ai, pi, Bi), i = 1, …k}, to be con-
ducted on the grid at the same time, the resulting power system operating condition can 
be computed from the dynamic system model, 

 
dx/dt  = f (x, zT, u) 
g(x, zT, u) = 0 
 

where x denotes the state variables including rotor angles, speeds and bus voltages  and zT 
represents the other system variables such as bus injections and line constants. The con-
trol variables including FACTS controllers are denoted by a vector u. Note that the k 
transactions T = {(Ai, pi, Bi), i = 1, …k} need to be translated into a corresponding zT vec-
tor.  The transmission system operator is responsible for system security.  The system op-
erating constraints must be satisfied. There are two sets of system operating constraints: 
steady state and dynamic, 
 

h (x) < 0 (line flow and bus voltage limits) 
System dynamics constraints including rotor and voltage dynamics. 
 

The system dynamics constraints listed above are not explicit. In practice, it is necessary 
to perform on- or off-line simulations to determine the system stability. The EPRI 
ETMSP (Extended Transient and Midterm Stability Program) is a very useful tool for 
simulation of the operating conditions. It is also common for the industry to perform off-
line dynamic simulations to identify the interchange limits that will not lead to instability 
of the system. The available controls are limited. The FACTS control devices have their 
physical limits that can be described by 
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u min < u < u max. 

 
Traditionally, simulations start with input data files. In a competitive environment, mar-
ket conditions are described by a set of transactions including energy and ancillary ser-
vices. Therefore it is necessary to develop software modules that translate these 
transactions into input files.  
 

FACTS controllers may be located at various parts of the power grid. FACTS 
controllers can provide voltage and reactive power control (e.g., the STATCOM);  they 
can afford impedance control (e.g., the TCSC, SSSC);  and they can provide simultane-
ous active and reactive power flow control (e.g., the UPFC).  It is also possible to provide 
power management on a transmission circuit as in the case of the IPFC [D35].  FACTS 
controllers can ‘stretch’ the transmission capabilities to meet the demand in the market. 
The control has to meet the system constraints as discussed in the last section.  Conceptu-
ally, one can view the system constraints as an n-dimensional region inside which system 
stability and operating constraints are satisfied. In Figure 3-1, each axis in the 3-
dimensional region can be used to represent the line flow on a tie line. Note that power 
companies have been using ‘nomograms’ based on off-line dynamic simulations.  The 
multi-dimensional regions are generalized views of the same techniques.  FACTS con-
trollers and their parameters are selected so that the resulting tie line flows would not ex-
ceed the boundaries.  

P 3

P 2

P 1  
 
Figure 3-1 
Illustration of transmission system constraints 
 
 

As mentioned, the EPRI ETMSP is a very useful tool for simulation of rotor and 
voltage stability characteristics. However, the ETMSP requires the user to input the 
power system operating conditions and any contingencies to be considered for security 
assessment.  The EPRI DIRECT program allows the user to calculate the stability margin 
for a specified fault condition. These tools are useful for calculation of the security 
boundaries illustrated in Figure 3-1. The major technical difficulty, however, lies in the 
multi-dimensional nature of the security boundaries. The simulation effort becomes pro-
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hibitive as the number of dimensions increases; one can imagine the number of points 
that have to be simulated to establish the boundaries in an n-dimensional region.  

 
As illustrated in Figure 3-2, FACTS controllers should be used to widen the range 

of transmission access to participants in the grid. For a transmission operator, the wid-
ened access leads to better service or higher revenues. For given FACTS controller set-
tings, it is necessary to evaluate the dynamic security of the system. The transmission 
reliability margin (TRM) can be determined by dynamic simulations. With effective 
FACTS control, the reliability margin can be reduced and therefore the available transfer 
capability is extended. Dynamic simulations can be performed with the EPRI ETMSP 
program. The ETMSP program incorporates both rotor and voltage dynamics.    

 
 

Without FACTS

Scheduled
Amount

ATC TRM

 
 
 

With FACTS

Scheduled
Amount

    ATC
TRM

 

 
 

 
Figure 3-2 
FACTS controllers extend ATC 
 
 

Note that FACTS controllers are expected to increase the total transfer capability 
and reduce the transfer reliability margin due to better controls. As a result, the ATC for 
the transmission grid will be extended and therefore the transmission grid is better util-
ized. The dynamic security study is necessary to determine the amount of TRM that 
needs to be reserved for dynamic contingency conditions.  
 
 
3.2 Injection Models of FACTS Controllers 
 

A FACTS control can be modeled by power injections. The power injection mod-
els are convenient for system studies as the transmission system configuration or topol-
ogy remains the same as FACTS controls are functioning. For a reactive power 
compensation device, such as an SVC, the equivalent load can be modeled as 
 

Q = - k V2 
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where V represents the bus voltage magnitude at the FACTS location and k is the equiva-
lent susceptance of the FACTS element, in this case an SVC.  
 

For a TCSC on a line from bus i to bus j, as shown in Figure 3-3, the device can 
be modeled as injections as well. Insert a variable reactance XC in series with the line im-
pedance XL.  Then the equivalent loads at the two buses are given by [J7], 
 

Active power load 
 

Pi = c(t) (1/XL) ViVj sin (δi - δj) 
Pj = c(t) (1/XL) ViVj sin (δj - δi) 

 
Reactive power load 

 
Qi = c(t) (1/XL) [Vi

2 - ViVj cos (δi - δj)] 
Qj = c(t) (1/XL) [Vj

2 - ViVj cos (δj - δi)] 
 
where the factor c(t) = XC(t) / (XL – XC(t)).  
 

jXLi j

 
Figure 3-3 
Injection model of TCSC 
 
 
 
3.3 FACTS Controllers and Total Transfer Capability  
 

By NERC definition [J8], the Total Transfer Capability is ‘the amount of electric 
power that can be transferred over the interconnected transmission network in a reliable 
manner while meeting all of a specific set of defined pre-and post contingency system 
conditions.’ Appendix B contains a summary of all definitions in reference [J8].  The cal-
culation of TTC needs to take into account the system conditions such as load forecast, 
generation dispatch, transmission system configuration and scheduled transfers. Critical 
contingencies are also incorporated in the TTC calculations. The contingencies represent 
facilities outages that are most restrictive to the transfer. Depending on the system con-
figuration and operating conditions, different power systems have different limiting fac-
tors. The TTC for an interconnected system should consider thermal, voltage and stability 
limits. These limits are evaluated based on the critical contingencies. It should be noted 
that the limiting factor of a system can change with time. In other words, the power trans-
fer can be limited by different factors at different times due to the variations in system 
operating conditions.  
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Parallel path flows can occur in an interconnected system as a result of a power 

transfer. The parallel flows affect the transmission capability for entities in the intercon-
nected system. The lack of transmission capability may then result in higher costs of 
transmission or inability to compete in the electricity market.  
 

Conceptually, the effect of FACTS on TTC is clear. FACTS controllers allow 
power flow and voltage control that stretches the total transfer capability. For example, 
FACTS voltage controls can extend the voltage stability limit and power flow controls 
help to enlarge transmission bottlenecks. FACTS controllers also provide better controls 
when the system condition changes. Therefore the TTC is expected to increase as a result 
of FACTS installation. To quantify the cost-benefits of FACTS control logic, detailed 
analytical procedures for the interconnected system need to be developed.  
 
 
3.4 FACTS Controllers and Transmission Reliability Margin  
 

Based on [J8], NERC defined Transmission Reliability Margin as ‘that amount of 
transmission transfer capability necessary to ensure that the interconnected transmission 
network is secure under a reasonable range of uncertainties in system conditions.’  Ap-
pendix B contains a summary of definitions found in reference [J8].  The purpose of 
TRM is to handle the uncertainties due to the assumptions made in the calculation of the 
TTC and ATC. These uncertainties include transmission system configuration, location 
of future generations, weather, transmission facilities and the market conditions. Note 
that the time horizon for ATC calculation can be up to a year. Therefore, the uncertainties 
can have a significant impact on the ATC and TTC calculations. Also, the TRM can vary 
with time as the system conditions change.  
 

FACTS controllers increase the amount of TRM for an interconnected system. 
FACTS controllers provide better control that increases the system’s ability to deal with 
uncertainties. For example, the generation pattern can vary widely as a result of the mar-
ket competition. This uncertainty was not as significant under the traditional vertically 
integrated structure. The uncertainty of generation pattern requires better control of the 
system in terms of the power flows and voltage profiles. Similar arguments can be made 
for other uncertainties, e.g., system topology, generation locations, weather.  
 

To the best of our knowledge, there is no formal, systematic method to evaluate 
TRM. The NERC guidelines provide a direction, however. The role of FACTS needs to 
be incorporated into the analytical method.  
 
 
 
3.5 FACTS Control Impact on ATC 
 

Based on NERC’s framework on Available Transfer Capability (ATC), the non-
recallable ATC in operating and planning horizon is given by  
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NATC = TTC –TRM – NRES 
where  
 

TTC = Total transfer capability 
NATC = Non-recallable ATC 
TRM =  Transmission reliability margin 
NRES = Non-recallable reserved amount. 

 
The total transfer capability is determined based on NERC document on ‘Transmission 
Transfer Capability,’ published in May 1995.  The first contingency is taken into account 
in the calculation of TTC. As a result, TTC is based on the ‘First Contingency Total 
Transfer Capability (FCTTC)’ or ‘First Contingency Incremental Transfer Capability 
(FCITC).’  These two quantities are essentially the same;  the only difference is that the 
latter uses a base case quantity as a reference.   
 

The term TRM is an amount that ensures reliability of the interconnected trans-
mission network. It is a transfer amount necessary to allow uncertainty in system condi-
tions and the need for operating flexibility to ensure reliable system operation as system 
conditions change. Uncertainty exists in the future system topology, load demand, and 
power transactions. The uncertainty in the future transactions is particularly important in 
a competitive environment where many transactions take place.   
 

The NERC documents suggest a procedure to determine the TTC, i.e., FCTTC, on 
an ‘Area interchange’ basis.  Briefly, the steps to determine the TTC from Area A to Area 
B are: 
 

• Start with a base case power flow 
• Increase generation in Area A and increase load in Area B by the same 

amount 
• Check the normal thermal, stability and voltage constraints  
• Evaluate the first contingency event and ensure that the emergency operat-

ing limits are met 
• When the emergency limit is reached for a first contingency, the corre-

sponding (pre-contingency) transfer amount from Area A to Area B is the 
total transfer capability.  

• If there is a special protection system, the remedial actions are taken into 
account in determining the post-contingency operating condition.  

 
Note that the above procedure is general in the sense that it does not depend on the num-
ber of areas in the interconnection.  
 

The NERC documents [J8] suggest a procedure to determine the TTC, i.e., 
FCTTC, on an ‘Area interchange’ basis.  Briefly, the steps to determine the TTC from 
Area A to Area B are: 
 

• Start with a base case power flow 
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• Increase generation in Area A and increase load in Area B by the same amount 
• Check the normal thermal, stability and voltage constraints  
• Evaluate the first contingency event and ensure that the emergency operating 

limits are met 
• When the emergency limit is reached for a first contingency, the corresponding 

(pre-contingency) transfer amount from Area A to Area B is the total transfer ca-
pability.  

• If there is a special protection system, the remedial actions are taken into account 
in determining the post-contingency operating condition.  

 
 

     Area A      Area B

     Area C

Line 1

Line 2

Line 1

Line 2

Line  2

Line  1

 
Figure 3-4 
A three-area interconnected system 
 
 
 
Example 3-1  Area exchange without FACTS controller 
 

A three-area example, Example 6, in the NERC document [J8] demonstrates how 
the TTC is increased by use of a special protection system (SPS). The three area system 
is shown in Figure 3-4.  In this example, a special protection system is designed to trip 
generators in Area A and to remove the same amount of pumping load from Area B si-
multaneously. The purpose of discussion here in this report is to demonstrate the role of a 
TCSC as a remedial control device.  
 

The line flows data from the NERC 1995 document, “Transmission Transfer Capa-
bility,” is repeated in Tables 3-1 and 3-2.  Refer to the three area interconnected system in 
Figure 3-4.  
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Table 3-1 
Line flows before and after line outage (without a special protection system, TTC from 
Area A to Area B = 786 + 786 + 107 + 107 = 1,786 MW, Example 3-1) 
 

Lines Line flows before 
outage (MW) 

Line flows after out-
age (MW) 

A ! B  No. 1 786 Outage 
A ! B  No. 2 786 1,100 
A ! C  No. 1 107 343 
A ! C  No. 2 107 343 
C ! B  No. 1 607 843 
C ! B  No. 2 607 843 

  
 
 
 
Table 3-2 
Line flows before and after line outage (with a special protection system, TTC from Area A 
to Area B = 885 + 885 + 173 + 173 = 2,116 MW, Example 3-1) 
 

Lines Line flows before 
outage (MW) 

Line flows after out-
age (MW) 

A ! B  No. 1    885 Outage 
A ! B  No. 2 885 1,100 
A ! C  No. 1 173 343 
A ! C  No. 2 173 343 
C ! B  No. 1 673 843 
C ! B  No. 2 673 843 

 
 
 
Example 3-2 Area exchange with a FACTS controller 
 

As mentioned, the above example can also be used to illustrate the use of FACTS 
as a remedial control to increase the TTC. Based on the injection model of a TCSC on a 
line from bus i to bus j, one inserts a variable capacitive reactance XC in series with the 
line impedance XL. Then the equivalent MW loads at the two buses are given by, 
 

Pi = c(t) (1/XL) ViVj sin (δi - δj) 
 

(3-1) 

Pj = c(t) (1/XL) ViVj sin (δj - δi) 
 

(3-2) 

where the factor c(t) = XC(t) / (XL – XC(t)).   
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j(XL – XC)

Bus i Bus j

(A) Physical line
               

jXL

Bus i Bus j

(B) Injection model

Pi Pj

 
Figure 3-5  
Loads Representing a TCSC 
 
 

Consider an approximate (i.e., lossless line) form of the power flow equations.  
After the series capacitive compensation  XC  is inserted, the injection into bus i is given 
by (note:  this expression is for the active power flow into bus i from bus j), 
 

)sin(||||
1

ijji
CL

itoj VV
XX

P δδ −
−

= . 
(3-3) 

 
This expression is for the compensated line.  If it is desired to calculate the total injection 
into bus i from all remote buses isolating the term corresponding to the line that the 
FACTS controller will be sited, 

)sin(
||||

int ji
CL
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−
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The final term represents the flow in the FACTS compensated line.  Break this term into 
two portions, 
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Move the last term to the left side to demonstrate that the FACTS controller is equivalent 
to an injection, 

)sin(
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int ji

L
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This represents a system with an added injection according to Equation (3-1) (note that 
the negative term on the left represents a load as depicted in Figure 3-5 (B)).  To validate 
Equation (3-2) a similar procedure is used at bus j.  Figure 3-5 (B) represents an injection 
model of the FACTS controller. 
 

From the injection model represented by Equations (3-1) and (3-2), it is seen that, 
as c(t) varies, injections are increased or decreased by the same amount at the two ends.  
Note that the two injections are equal but with different signs.  Suppose Pi is negative 
(i.e., fictitious generation) and Pj must be positive (i.e., fictitious load).  As Xc is de-
creased, c(t) will also decrease. The fictitious generation at bus i modeling the TCSC is 
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reduced while the fictitious load at bus j also becomes smaller. In other words, the gen-
eration and load at bus i and bus j are both reduced by the same amount. 
 

Using the same data provided in the NERC document, the base condition has a 
250 MW loop flow from Area A to B to C.  Without FACTS, the TTC is 1,786 MW from 
Area A to Area B, as shown in the NERC document.  This is assuming that there is a 
scheduled transfer of 1,000 MW from Area C to Area B. TTC calculation incorporates 
the first contingency. The critical line in this case is Line 1 from Area A to Area B.  Fol-
lowing the outage, the line flow on Line 2 from A to B will reach the emergency thermal 
limit of 1,100 MW.  
 

Now suppose a TCSC is installed on Line 2 from Area A to Area B and the corre-
sponding (fictitious) generation at bus i on one side of Line 2 is 330 MW and the (ficti-
tious) load on bus j side is also 330 MW in the normal operating condition.  Note that a 
change in injections representing the TCSC does not imply that the physical generation or 
load is reduced since the actual generation and load in the three areas remain the same.  
The result of the TCSC change leads to a redistribution of power flows on the transmis-
sion lines, however.  Suppose an outage of Line 1 from Area A to Area B occurs.  If the 
TCSC on Line 2 is quickly adjusted to reduce the equivalent injection in bus i (Area A) 
and the injection at bus j (Area B) to zero, the resulting power flow on Line 1 and Line 2 
from Area A to Area B would be 1,100 MW as shown in Table 3-1.   As a result, the 
TCSC increases the TTC from 1,786 MW to 2,116 MW.  
 

The physical phenomena in the SPS and TCSC cases are different. In the SPS 
case, the physical generation and load are reduced by 330 MW in order to avoid over-
loading Line 2 after Line 1 is lost. In the TCSC case, there is no change in the actual gen-
eration or load in Areas A and B.  However, the impedance of Line 2 from Area A to 
Area B is changed by the TCSC control. The injection model of the TCSC makes it pos-
sible to view the impedance variation by the equivalent changes in injections. The post-
contingency power flows of the two cases are identical as the system topology, the line 
constants, and the net injections in all three areas are identical. To clarify why the power 
flow solutions must be identical, note that the power network models for the SPS and the 
TCSC cases both use the line impedance of XL for the line with compensation. The injec-
tions after the outage are identical as the same amount of reduction is applied to the two 
sides of the same line for both cases.  Based on these observations, the post-contingency 
power flow solutions must be identical.  
 

Uncertainty is accounted for through the TRM term. An example of how to han-
dle the load uncertainty is to take the load range and evaluate the corresponding TTC for 
each scenario. Then, TRM can be found by examining the worst cases.  
 
3.6 Summary 
 

This chapter is concerned with system security assessment incorporating FACTS 
devices. The issues discussed in this chapter involve the system dynamics and how the 
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transfer capabilities of interconnected power systems can be expanded through installa-
tion of FACTS devices. The results described in this chapter include: 
 

• A general power system dynamic model incorporating FACTS controls 
• Concepts for determination of the Available Transfer Capabilities (ATC)  

based on NERC guidelines 
• Concepts for calculation of the Total Transfer Capabilities (TTC) with 

FACTS controls 
• Feasibility of expanding TTC and ATC of the interconnected systems with 

FACTS controls 
• A new technique to utilize a TCSC as a remedial control similar to a spe-

cial protection system 
• A new finding that allows a line impedance controller, e. g., a TCSC, 

SSSC, to be used in place of a special protection system (i.e., allows redis-
tribution of system load upon a line outage contingency) without dropping 
either generation or load.  This is significant because it permits higher 
ATC without dropping generation. 
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CHAPTER 4 

INTELLIGENT SYSTEMS APPLICATIONS FOR 
FACTS CONTROLS 

 
 
4.1 Intelligent System Techniques 
 

Intelligent system techniques include expert systems, artificial neural networks, 
fuzzy logic, and evolutionary algorithms. Expert systems are software systems designed 
to emulate the problem solving behavior of human experts in narrow, specialized do-
mains. Expert systems are sometimes referred to as knowledge-based systems. This is 
due to the fact that expert systems contain knowledge bases that incorporate domain 
knowledge or experience.  Many expert system or knowledge based system applications 
to power systems have been proposed. The more successful applications to power engi-
neering include fault diagnosis, system restoration and distribution systems. For FACTS 
applications, the system-wide control logic can incorporate expert knowledge in a knowl-
edge base. This knowledge base can be used to assist system operators in identifying sce-
narios in which operator-initiated FACTS control is necessary. These controls may be 
needed as a result of system wide security or market considerations that may not be 
sensed by individual FACTS controllers. This knowledge base can be integrated with the 
control logic algorithms described in Section 4.2.  

 
Artificial neural networks are natural tools for fast pattern analysis. A neural net-

work uses neurons and their interconnections to form a signal analysis tool. Neurons gen-
erate outputs based on input signals and the internal functional model of the neuron. 
Generally, artificial neuron networks require a significant amount of training to achieve 
the appropriate parameter values. Many power system applications have also been pro-
posed. The most successful application area is power system load forecasting. An EPRI 
product for load forecasting has been widely adopted by power companies. For FACTS 
applications, neural networks can be developed for control logic at the device level. Neu-
ral networks that receive information on voltage, power, etc. can identify the control set-
tings of FACTS controllers.  
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Fuzzy logic is a technique to handle uncertainties. A fuzzy concept can be de-
scribed by a membership function that ranges from 0 to 1 to indicate how precise the 
concept is. This uncertain concept can then become part of logic reasoning or neural 
computing. This gradual transition from complete precision to complete imprecision 
makes it possible to include fuzzy but useful knowledge in problem solving. Fuzzy logic 
applications to power systems include voltage control, load forecasting, equipment diag-
nosis, and distribution system applications. (An interesting fuzzy logic application is on 
washing machines.) For FACTS control logic, fuzzy membership functions can be used 
to describe uncertain system parameter or constraints for the optimal power flow formu-
lations. Fuzzy logic–based controllers can be used to control power injections through 
FACTS parameter settings. This has been proposed for traffic control in transportation. 
Power system applications appear to be promising as well.  

 
Genetic algorithms are computational techniques motivated by the natural law of 

‘survival of the fittest.’ A pool of chromosomes can conduct crossover and mutation to 
form new chromosomes. However, the ones with higher fitness values will be retained. 
This process continues until the optimal or suboptimal solutions are found. Power system 
researchers have applied the genetic algorithms to scheduling problems such as unit 
commitment and economic dispatch. The genetic algorithms are not exhaustive search 
and therefore it is more efficient but there is no guarantee for the global optimality. For 
FACTS applications, the selection of FACTS locations and settings is a promising area. 
More details on this application will be described later in this section.  
 
 
 

4.2 Selection of FACTS Locations and Settings 
 

In general, it is desirable to identify the locations, types, and settings for FACTS 
in a transmission grid so that the transmission system can be fully utilized. The maximal 
transmission utilization is subject to the dynamic security constraints. The computational 
problem here is a complex one. The number of possible locations, types and settings and 
their combinations is large. For each combination, one needs to perform the ETMSP 
simulation to determine the level of system stability. Each scenario may require a few 
minutes of simulation time. Hence, it is infeasible to search exhaustively for the best pos-
sible combination of location, type and settings.  

 
Intelligent system techniques include new heuristic search methods. Starting with 

the initial combination of the FACTS controller location and settings, one can simulate 
the system dynamics with tools such as ETMSP. Heuristics can be used to guide the 
search to determine the next combination. A brute force method would be to search with 
pre-specified step sizes and continue until the maximal access amount is achieved. A 
more refined method is to calculate sensitivity factors based on the ETMSP simulation 
results and use the sensitivity factors to identify the next combination for the search proc-
ess. A genetic search technique would use a fitness measure to determine what combina-
tions should be retained from the pool of combinations created based on crossover or 
mutation.  This fitness measure needs to reflect the improvement in dynamic security due 
to adjustment of the FACTS location and settings.  In Figure 4-1, the oval represents the 
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pool of combinations of FACTS locations and settings. Each combination has a corre-
sponding ATC value, which can be defined as the fitness value. The arrow pointing up-
ward represents the ATC value of the transmission grid.      

 
      CHROMOSOMES                         ATC

 
 
 
Figure 4-1 
Genetic algorithm based search 
 
 
 

To perform a genetic algorithm based search, one can model the types, locations, 
and settings by a string of binary numbers. For example, the device type can be repre-
sented by M binary digits. The possible locations can be represented by another N digits. 
The settings can also be modeled by P binary digits. The total length of M+N+P binary 
numbers then represents a chromosome: 
 

011 0011 11100000 
Type Location Setting 

 
Clearly, the number of chromosomes depends on the complexity of the search problems. 
The algorithm can start with an initial population of chromosomes. The search algorithm 
conducts mutation and crossover and their variations to produce the next generation of 
chromosomes. For example, a mutation can replace one of the binary numbers: 
 

011 0011 11100000 ! 011 0010 11100000 
 
Only the chromosomes with higher fitness values will be retained. For example, the type, 
location and settings of a chromosome can be evaluated by simulation tools such as 
ETMSP or optimal power flow to determine the corresponding ATC. In the above exam-
ple, a digit  1 is changed to 0, indicating a different location is being chosen. Note that 
global optimality of the genetic algorithm is not guaranteed. Choice of the mutation and 
crossover techniques is important in providing good convergence characteristics. For 
FACTS controller type, location and settings, it may be useful to include empirical rules 
for mutation or crossover to increase the corresponding ATC value. An example is to 
move a FACTS controller closer to the location with more severe voltage problems. The 
move may result in a higher voltage stability margin, which is relevant for the ATC 
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evaluation. However, it should be noted that heuristics may steer the search to ‘local op-
timal’ solutions. These features may be problem specific and therefore experimentation is 
needed to discover the best approach. 

 
 

4.3  Summary 
 

Intelligent system techniques include expert systems (or knowledge-based sys-
tems), artificial neural networks, fuzzy logic and evolutionary algorithms.  All of them 
find useful applications associated with FACTS. These applications are different based 
on the diverse natures and capabilities of intelligent system techniques.  This chapter dis-
cusses each of the techniques and its potential applications related to FACTS devices. 
The results of this chapter can be summarized by: 
 

• Knowledge-based systems can serve as tools to assist system operators in 
identifying scenarios in which operator-initiated FACTS control is beneficial. 

• Artificial neural networks can be used to calculate the appropriate control set-
tings for FACTS devices. 

• For FACTS control, fuzzy logic can be used to describe uncertain system pa-
rameters or constraints for the optimal power flow solutions. This is particu-
larly useful for the calculation of transmission reliability margins associated 
with the ATC. 

• Genetic algorithm techniques are proposed for heuristics-based search of loca-
tions and settings of FACTS devices that result in high ATC values between 
areas in an interconnected system. 
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CHAPTER 5  

TRANSPORTATION MODELS AND STRATEGIES 

 
 

5.1 The Transportation Concept 
 

 The term ‘transportation’ comes from the technology of city planning, railway 
and automobile transportation systems.  The concept is fairly simple and based on the 
conservation principal that every thing that goes into a transportation system (e.g., super 
highway system, metro - railway system) must come out.  For example, a network of su-
perhighways that has four interchanges (depicted as A, B, C, and D in Figure 5-1.  In this 
case, the highway system is a simple square, and the interchanges at A, B, C and D are 
depicted as arrows.  The transportation concept is that the sum  of the vehicles entering 
exchange A must equal (signs accounted for) the flows on roads AB and AC.  Similarly 
the sum of the cars entering at B must equal the flows in AB and BD.  No accounting is 
made for losses in the highways (e.g., a car goes off the road and impacts the count for 
that branch), or cars that might be involved in an accident and are never seen again. 
 
 

DC

BA

 
 
Figure 5-1 
Superhighway system used to illustrate the generalized conservation concept of a trans-
portation system 
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 The transportation concept has two basic elements:  nodal flows (e.g., the cars en-
tering at A in Figure 5-1 and the branch flows (e.g., the flow in road AB).  The conserva-
tion principal requires that whatever is flowing in the branches must equal the input 
flows.  For the illustration above, 

FA + FBA + FCA = 0 
 

FB - FBA + FDB = 0 
 

FC – FCA + FDC = 0 
 

FD – FDB – FDC = 0 
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In this case, the nodal injections are the singly subscripted F values and the branch flows 
are the double subscripted F values (where injection notation is used for the nodal injec-
tions and the notation FAB refers to the flow from A to B metered at A).  The coefficient 
matrix of the branch flow vector is termed the incidence matrix  and the use of the letter L 
is common notation,  
 

Fnode = [L]Fbranch . (5.1) 
 
Equation (5.1) is the basis of the transportation method. 
 
 In the subsequent sections, the transportation concept shall be used for the devel-
opment of FACTS control logic.  The elements of the transportation model that shall be 
used are: 
 
• Measurements – the use of actual measurements in the system to fix flows.  This in-

put enhances accuracy.  Measurements may be made in lines or at nodes.  There may 
be multiple measurements of the same or related parameters. 

 
• Flow control – this critical feature is included in the formulation in the form of fixing 

the required flow as required.  The flow control mechanism is sometimes termed a 
flow gate and there are obvious parallels to various transportation system elements 
such as traffic lights, and freeway entrance controls. 

 
• Detouring – this concept from actual vehicular transportation is useful as a control 

concept.  Detouring is a form of line flow control, and this is included in the formula-
tion. 
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• Network models – the network is modeled as a conservative system as outlined above.  
Losses can be accommodated by inclusion of flows and nodal inputs, sometimes de-
pendant on other line flows. 

 
• Platooning  --  energy is transmitted in block amounts. 
 

Inspection of the foregoing indicates some basic advantages and disadvantages of 
the transportation method.  These are summarized in Table 5-1.  The basic elements listed 
in this table do have additional complexities.  For example, nonlinear models might be 
included as linearizations about an operating point – and therefore the problem may not 
be a real problem at all;  the basic non-iterative nature of transportation solutions may be 
problematic because several different operating points may have to be modeled, and the 
calculation of the operating point may be iterative.  Nonetheless, Table 5-1 gives a feel 
for the concept. 
 
 
Table 5-1 
Some basic advantages and disadvantages of the transportation method of analysis 
 

Advantages Disadvantages 
Easy calculation (fast, sparse matrices, 
low memory requirements), can be 
done on-line 

 
Does not model losses easily 

Non-iterative, closed form of controls Accuracy is questioned – may require adaptive control 
concept 

 
Linear formulation 

Change of system configuration requires reformation of 
incidence matrix (this can be done rapidly by accom-
modating only changed network links) 

 
Models local phenomena well 

Controls developed using this model may not be opti-
mal because some nonlinearities and losses may not be 
accurately modeled 

Lends itself to a wide variety of appli-
cations (e.g., electric power flow, 
automobile traffic, metro-rail) 

 
Difficult to model nonlinear elements 

Utilizes available measurements as 
inputs 

May require a large number of measurements to en-
hance accuracy 

 
 
 
5.2 Capabilities of Transportation Analysis 
 
 The formulation in Equation (5.1) is easily applied to AC electric power networks,  
 

Sbus = [L]Sline . (5.2) 
 

In this case, the notation S refers to complex power, P + jQ.  It is easy to show that inci-
dence matrix L is formed in the ij position (corresponding to bus i and line j, where line j 
starts at bus k and ends at bus m, and the flow in line j is assumed to be measured at bus k 
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and flowing from k to m) as +1 when line j starts at k and –1 when line j ends at bus k.  
Otherwise Lij is zero.  Thus L is sparse.  By this definition, L is rectangular (rows = the 
number of buses, columns = the number of lines) and always of deficient rank because 
the last row is a linear combination of the previous rows.  Equation (5.2) can not be 
solved generally for the line flows because matrix L can not be inverted.  But the pseudo-
inverse of L can be used to give the least squares ‘solution’ to (5.1);  that is, the several 
scalar equations in (5.2) can be matched as best as possible (in the least squares sense) 
using 

[L]+Sbus = Sline . (5.3) 
 
The superscript ‘+’ refers to the pseudoinverse of a matrix (for example, see reference 
[J1], or refer to any information on Matlab which allows the calculation of the pseudoin-
verse by simply writing Pinv(L);). 
 
 The utilization of the formulation in Equation (5.3) is limited – at least in the form 
in which this is written.  This is the case because of the following factors: 
 
• There are usually more lines than injection buses. Therefore the incidence matrix L 

has more columns than rows.  This means that the estimation in (5.3) is generating 
more line flow estimates than there are relations (i.e., buses).  This case is known as 
the underdetermined case. 

• All estimates of the form of Equation (5.3) are subject to error.  The error comes from 
error in the measurement of the bus injections, and neglect of certain factors (like 
losses).  The error is made worse in the underdetermined case.  These factors gener-
ally lead to unacceptably high error in the line flow estimates. 

• The error can also be estimated from the eigenstructure of L.  When the ratio of the 
largest to smallest singular value of L is large, estimates may have unacceptable error. 

• There are ways to decrease the error, and even decrease the degrees of freedom (the 
number of lines minus the number of buses is called the degrees of freedom).  Exam-
ples of techniques to accomplish this improvement are:  inclusion of some line flow 
measurements; modeling of losses and other nonlinearities; modeling of line charg-
ing; utilization of a weighting matrix to enhance the best measurements and penalize 
the poor measurements; reduction of the size of the system; reduction of the number 
of lines in the system by equivalencing;  development of intermediate buses to obtain 
additional relationships. 

 
 To review all the details of estimation using the formulation in Equation (5.3) is too 
lengthy.  However, the main points are reviewed in Appendix A.  The main capabilities 
of transportation power flow methods as applied to power systems and FACTS control-
lers in particular are: 
 
• Controls signals can be rapidly calculated because the system analysis stems from a 

pseudoinverse of a matrix, and once this is done, the matrix is reused repeatedly. 
• The controls are calculated in closed form – the method is not iterative 
• The memory requirements of the calculation are low because the L matrix is sparse.  

This means that ‘zero operations’ are skipped and speed is enhanced as well. 
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• The general method of transportation solutions model local phenomena very well:  
that is, disturbances in either the steady state or transient sense are modeled well 
when the transient is local, and not severe.  Unfortunately, the reverse is true as well:  
distant disturbances of large amplitude are not well accounted if they are outside the 
zone of high model detail.  There may be simple ‘fixes’ to this difficulty, one of 
which is that the utilization of measurements accounts form model errors in real time. 

• Electromechanical transients as well as steady state controls are easily accommo-
dated.  Thus the control is coordinated in the sense that stability as well as optimal 
dispatch applications are possible.  This is a consequence of the fact that the electrical 
network usually does not contribute any dynamics to the problem.  Only the rotating 
machines and loads contribute to the dynamics.  Therefore, ignoring the dynamic na-
ture of the network itself creates no problems. 

• Line limits and line flow controls are easily included because in the transportation 
method, line flows are system states. 

• The method can accommodate full AC solutions including active and reactive flows.  
However, the active and reactive losses in the network itself are a clear problem area.  
Because the transportation method is strictly linear, terms like |I|2R and |I|2X can not 
be included.  There may be ways to obviate the problem – and a few are discussed 
later in this chapter, but this difficulty is a clear disadvantage of the method. 

• Examples of the concepts of solution and control using transportation methods are 
shown in Appendix A. 

• The accuracy of the calculated control signal depends on the eigenstructure of the in-
cidence matrix L.  While this can create problematic conditions, robustness can be 
built into the controller by utilizing a large number of measurements of the system, 
and by innovative linearization in stages. 

• It is a simple matter to show that the formulation in Equation (5.3) is equivalent to an 
unbiased state estimation.  The term unbiased in this context refers to the fact that the 
equation Ah = b is ‘solved’ for h by minimizing the error in each of the scalar equa-
tions in the expression Ah = b on an equal basis.  That is, the residual 

J = (Ah - b)t(Ah - b) 
Is minimized by selecting h as  

.bA+=θ  

The bar over h refers to the fact that this is an estimated value.  If J were zero, θ  
would be simply h.  The formulation indicated is the usual unbiased estimator [J2].  If 
the residual is biased in favor of better measurements and relations, that is, if the re-
sidual J is weighed for some equations and less weighed for others, then the residual 
is rewritten as 
 

J = (Ah - b)tW(Ah - b) (5.4) 
 
Where W is a weighting matrix.  If W is diagonal, the diagonal elements are large 
when the corresponding equation is to be heavily weighted.  Equation (5.4) is the bi-
ased estimator.  It is a simple matter to show that the corresponding estimated solu-
tion is 
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bWAW += )(θ . (5.5) 
 
 
 
5.3 Steady State Control for FACTS Controllers Using Transportation 
Methods 
 
 The basic formulation above is rewritten for convenience, 
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(5.6) 

 
There are m buses and k lines in this model.  In order to include FACTS controls operat-
ing in the sinusoidal steady state (i.e., t > 17 ms, average power considered), Equation 
(5.6) should be augmented by additional equations and modified to represent an actual 
interconnected power system: 
 
• Measurements of active and / or reactive power at some buses 
• Measurements of line flow active and / or reactive power at selected lines 
• Partitioning of the bus injection vector into a controlled subvector (i.e., the injections 

are to be controlled at these buses), and a subvector that is uncontrolled.  This parti-
tion may be active power alone, or reactive power alone, or a combination of both. 

• Partitioning of the line flows into subvector that represents the line flows that are to 
be controlled, and a subvector of uncontrolled line flows. This partition may be active 
power alone, or reactive power alone, or a combination of both. 

• Partitioning the line vector to contain a subvector corresponding to lines with FACTS 
controllers 

• Identical parallel lines may be accommodated by an expression of the form Sline i = 
Sline j, or the two (or more) lines may be equivalenced into a single circuit 

• Care should be taken in partitioning and organization of the state estimation problem 
because, unlike simple solution of simultaneous equations, the scaling of the state 
equations will have a significant impact on the solution of the corresponding state es-
timation problem. 

 
Each of these considerations (termed inclusions) is augmented to the transportation 
model.  The inclusions require partitioning of the line flow and bus injection vectors as 
follows, 
 
  Bus injections at buses with desired, set 

values 
 

 Sbus =  Bus injections at instrumented buses  
  Other bus injections  
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  Line flows in lines with desired set values  
 Sline =  FACTS controlled line flow (FACTS control setting)  
  Line flows in measured lines  
  Line flows in other lines  
 
Using the notation 
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to represent the partitioning, the dimensions of the partitions of the line flow and bus in-
jection vector are as indicated in Table 5-2.  Then Equation (5.6) is rewritten as follows 
taking into account the inclusions, 
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[B] = Mb 
 

[G] = Ml 
 

[A] = Db 
 

[E] = Dl 
 

where Mb, Ml, Db, Dl refer to the bus and line measurements and bus and line desired (set 
point) power flows. Combining these relations into one matrix formulation gives (let I 
refer to the identity matrix) 
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(5.7) 

 
Equation (5.7) is ‘solved’ in the biased case as 
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(5.8) 

 
If an unbiased estimate is desired, replace the weighting matrix W by I.  In Equation 
(5.8), the solution for subvector F is the FACTS control signal. 
 
 
Table 5-2 
Dimensions of subvectors in the partitioned line flow and bus injection vectors 
 
Subvector Dimension  Subvector Dimension 

A Number of buses with a desired 
(set point) power injection, NA 

 E Number of lines with a desired 
(set point) power flow, NE 

B Number of buses at which in-
jection is instrumented, NB 

 F Number of lines with a FACTS 
controller, NF 

G Number of lines with a power 
flow measurement, NG 

 
C 

 
Other buses, NC 

 

H Other lines, NH 
 
 
Inclusion of reactive power flow 
 
 In Equation (5.8) and Table 5-2, discussion focuses on active power flow.  The 
formulation is for an active power flow control averaged over one cycle (or more) in real 
time.  The question of inclusion of reactive power flow control is now visited.  The for-
mulation above is easily augmented by a set of transportation conservation equations for 
reactive power flow.  That is, the line flows and bus injections of reactive flow can be 
added.  The equations are omitted but are in exactly the same form as Equation (5.8) and 
can accommodate line reactive flow settings (as in the application of a UPFC) as well as 
bus injections (as in the application of an SVC).  The subject of the inclusion of reactive 
power flow and reactive power flow controls is discussed further in Appendix C (and ex-
amples are given there). 
 
Voltage regulation features 
 
 Equation (5.8) and Table 5-2 relates to the control of active power;  however, it is 
possible to include the control of bus voltage magnitudes.  This voltage regulation con-
cept is essentially the inclusion of FACTS control parameters in a power flow study with 
selected bus voltages fixed to a desired setting.  To accomplish this, Equation (5.8) needs 
to be modified to include the calculation of bus voltage magnitude.  This is done by in-
cluding the decoupled power flow equations, 
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It is also possible to include the off-block diagonal terms.  The Jacobian matrix entries 
are precalculated and fed to the FACTS control logic, and these are used to fix bus volt-
ages as desired.  The subject of voltage regulation is further discussed with examples in 
Appendix C. 
 
 
Changed cases – the calculation of FACTS control settings 
 
 The forgoing defines the term inclusions as equations that are added to the system 
equations to augment the solutions.  This is done to enhance estimation accuracy.  Con-
sider the case of an operative power system in a ‘base case’.  Further consider that it is 
desired to force the line flows in certain buses to be a different value – through the setting 
of FACTS controllers imbedded in the system.  Then the problem becomes one of chang-
ing the base case to a ‘changed case’ as depicted in Figure 5-2.   The objective is to calcu-
late the FACTS control signal to obtain the desired changed case.  Obviously, this control 
is independent of the base case.  Hence one needs to write only the system equations plus 
inclusions for the changed case.  These are shown in Table 5-3.  In Table 5-3, note that 
the ‘floating bus’ is the swing bus – usually there is only one such bus in the system, al-
though it is a simple matter to have any number of swing buses. 
 
 
 
 
 
 FACTS line FACTS line*  
Base case Fixed bus 

load* 

 
Same value Fixed bus load* Changed case 

 Floating lines   Floating lines  
 Floating buses   Floating buses  
 Measured 

lines* 
  Measured lines*  

*Known values 
 
Figure 5-2  
Base and changed cases 
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Table 5-3 
Equations used for the calculation of the changed case depicted in Figure 5-2* 
 
Number of equa-

tions 
Number of 
unknowns 

Type Form of expression 

 NF FACTS settings  

NG  Measured lines G = measured value 

NE  Desired line flows E = desired values 

NA+NB  PQ and PV buses A = given value, B = given value 

 1 Swing bus**  
 NH Line flows  

NA + NB + 1 = 
number of buses 

 Conservation of power Sbus = [L]Sline 

*The exemplary formulation is for a UPFC application, NF UPFCs are used  
**One swing bus assumed, NC = 1 

 
 
The solution of the case depicted in Table 5-3 is found from the manipulation of  
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[B] = MB 
 

[G] = MG 
 

[A] = MA 
 

[E] = DE 
 
where MG  is the measured values of vector G;  MB  is the measured values of vector B;   

MA is the measured values of vector A;  and DE is the desired flows in vector E.  Vectors 
MB, MG, MA, DE are known.  The manipulation gives 
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and the weighted transportation solution is 
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(5.9) 

 
Subvector F is the required FACTS controller setting. 
 
Equations and unknowns in the changed case 
 
 The number of equations in the changed case is listed in Table 5-4.  In general, 
this is an overdetermined system, and the transportation solution should be a relatively 
accurate solution.  The actual accuracy is dependent on the eigenstructure of the state es-
timation matrix.  Although this can not usually be predetermined, for a given numerical 
example, thew accuracy and confidence in the solution is readily determined.  This is dis-
cussed in Appendix A. 
 
 
 
Table 5-4 
Number of equations and unknowns in the changed case solution for the FACTS control 
signal (one swing bus assumed)* 
 

Number of equations NA + NB + 1 
Number of unknowns 1 + NF + NH 
Equations - unknowns NA + NB – NF – NH 

 
*The exemplary formulation is for a UPFC application, NF UPFCs are used  

 
 
 
Alternative formulation 
 
 An alternative formulation to the steady state FACTS controller using transporta-
tion methods is given here.  Because the foregoing is a least squares estimator, the solu-
tion is not a true solution in the mathematical sense of zero residual.  In fact, the residual 
function J will generally not be zero, and the value of J can be used as a measure of the 
confidence in the solution.  If the errors are created by Gaussian process noise, a simple 
formulation of the confidence based on the chi-squared test is commonly used.  This is 
described in many places – for example reference [J2].   An alternative formulation is 
created by removal of the subvectors B and G in Equation (5.7).  These are measured val-
ues and if the measurement is to be weighted infinitely (i.e., simply accepted as fact), 
then the subvectors B and G are not state variables at all, and they are not represented in 
h.  The development parallel that given above, and the result is, 
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(5.10) 

In Equation (5.10), I is the identity matrix, and F is the estimate of the FACTS control 
signal. 
 
 The application of Equations (5.8) - (5.10) to FACTS controllers is discussed in 
connection with a hierarchical structure in Section 5.6.  In the use of Equations (5.8) - 
(5.10), it is important to know the eigenstructure of the matrix that is pseudoinverted.  
The dimensions of this matrix are listed in Table 5-5.  An example of the application is 
shown in Appendix A which also contains remarks on the implementation of these con-
trols.  Figure 5-3 is a pictorial of how the steady state FACTS controller would be im-
plemented. 
 
 
 
Table 5-5 
Dimensions of the coefficient matrix for state estimation / transportation solution using 
Equations (5.8) - (5.10):  exemplary values (exemplary formulation is for a UPFC applica-
tion, NF UPFCs are used) 
 

 Equation (5.8) Equation (5.9)¶ Equation (5.10) 
Dimensions of 
coefficient ma-
trix* 

[NA+NB+NC+NE+NG+NH] 
by 

[2NA+2NB+NC+NG+NE] 

[NC + NF + NH ] 
by 

[NA + NB + 1] 

[NC+NE+NH] by 
[NA+NB+NC] 

 
Example** 

 
2400 by 2428 

 

 
376 by 1000 

 
972 by 1000 

Equations – un-
knowns = degrees 
of freedom 

 
28 

 
624 

 
28 

 
* The dimension of the coefficient matrix is the dimension of the pseudoinverse matrix 
** The example shown is for a 1000 bus system with 1400 lines.  The system has three 
buses with a required (set point) injection;  400 buses are instrumented by telemetering;  
25 lines have a desired (set) power flow;  1000 lines have instrumented active power 
flow;  and three FACTS controllers are present. 
¶ One swing bus is assumed 
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                                Transportation                                     FACTS  
                                   solution                                          devices 
 
Bus and line                                                  Control 
Measurements, set points                             signals 
 
 
 
                                                              Network 
         Network                                                  
         flows 
 
Figure 5-3 
Implementation of a steady state FACTS controller using the transportation method 
 
 
Degrees of freedom 
 
 In all state estimation applications, and the transportation method is essentially a 
state estimator, it is best to have far more measurements than quantities to be estimated.  
The difference in the number of measurements and the number of estimates may be 
viewed as a measure of degrees of freedom.  Formulated as, 
 

Degrees of freedom = number of measurements – number of estimates, 
 
the larger the degrees of freedom, the better.  For example, examining Table 5-5 for 
Equations (5.8) and (5.10), one finds that, 
 
                                    Number of estimates = NA + NB + NC + NE + NF + NG + NH 

 
                                                                      = number of lines + number of buses 
 
           Number of measurements and physical equations = 2NA + 2NB + NC + NG + NE. 
 
Therefore the degrees of freedom are, 
 

Degrees of freedom = NA + NB – NF – NH. 
 
For Table 5-5 for the case of Equation (5.9), one finds that 
 

Degrees of freedom = NA + NB – NF – NH. 
 
The three cases of determination of the estimates are shown in Table 5-6.  It is desired to 
be as overdetermined as possible to obtain the highest accuracy. 
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Table 5-6 
Determination of estimates using a transportation method 
 

Case Degrees of freedom Number of measurements, 
estimates 

Overdetermined Positive Measurements > estimates 
Critically determined Zero Measurements = estimates 

Underdetermined Negative Measurements < estimates 
 
 
 
5.4 Transient Controls Based on the Transportation Method 
 

The basic foregoing discussion form the sinusoidal steady state case also applies 
to the transient case.  This is a correct statement if the transient case is limited to time ho-
rizons of sufficient length to allow the assumption of average power (i.e., averaging over 
a cycle or more of the AC wave).  Figure 5-4 shows the very basic transmission of power 
across inductive reactance jx.  For the elementary lossless case, the power averaged over 
one cycle is, 

 

x

VV
P ba

ab

)sin(|||| δ
=  

 
A similar expression is easily written for the lossy case.  This transport flow model is ac-
curate in the sinusoidal steady state case or for transients of duration longer than one cy-
cle.  That is, if the power flow is measured by an averaging instrument, and the average is 
taken over either an integer number of cycles or a very large number of cycles, the calcu-
lation of the average power flow in the line will be correct. 
 
 
 
                                                             Line inductance 
                                                                       jx 
                     |Va|⊃0                                                                                        |Vb|⊃-δ 
                                                                P 
 
Figure 5-4 
Power flow in an inductive reactance jx 
 
 
 
 For the cited case of an integer number of 1 to 5 cycles (in a 60 Hz system), or a 
large number of cycles (T > 16.7 ms), FACTS controls may be calculated using the re-
sults from the sinusoidal steady state section above.  For this application, the assumption 
of average power is made in measurements and controls. 
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 The implementation of the transient FACTS controller using transportation meth-
ods is illustrated in Figure 5-5.  In this pictorial, a sample interconnected system is illus-
trated with control areas 1, 2, 3, and 4 highlighted.  The flows of power into control area 
4 are singled out for discussion.  To implement the FACTS controller in area 4, meas-
urements are made of the key tie lines and intertie buses to area 4.  Also indicated in Fig-
ure 5-5 is the potential or auxiliary signals developed for power system stabilizers in a 
unified dynamic controller. 
 
 
 
 
 
 
AGC      Calculate                 Reset Pbus and Pline                 Perform transportation                  Control 
             ∆Pbus and                                                               solution                            FACTS 
Bus        ∆Pline at                                                                                                     devices 
Meas-          ties                                                                                PSS 
urements 
Line                                                   
Meas-                                                  Network response to FACTS action 
urements 
 
 
                                                    
                                             Control areas 
                                                 depicted 

                 2 
 

                                                                                                                  Tie lines and bus 
                                                                                                                     loads in area 4 

                                                              1                                  4             highlighted 
                                                   

                                                                                                     3 
 
 

 
Figure 5-5  
Implementation of a transient FACTS controller using transportation methodology 
 
 
 
 

The foregoing indicates that the transportation method is essentially an average power 
method, and therefore the method lends itself  mainly to steady state operation.  How-
ever, there are operating conditions that can be detected that will lead to the mode of op-
eration that FACTS controls should enhance damping.  The detectors for this mode are: 
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• Excessive key line loading 
• Certain relaying operations 
• Excessive generator unit loading 
• Rapid loading increase 
• Manual directives. 

 
In these cases, the FACTS controller needs to transfer from the sinusoidal steady state to 
the dynamic performance enhancement mode.  One strategy in the dynamic performance 
mode is the calculation of unit reduced loading, line reduced loading, and reduction in 
operating bus voltage phase angles.  These issues are essentially sinusoidal steady state 
issues, and the transportation concept can be applied.  The logic, then, is to identify the 
transient performance enhancement mode, calculate the required line or bus loading 
change, calculate the FACTS control setting (and direct FACTS controller signal), and to 
apply that signal.  This concept is shown in Figure 5-6. 
 
 
 
5.5 Inclusion of Line Losses 
 
 The transportation method does not include nonlinear effects such as line losses.  
However, it is permitted to add an additional step to the algorithm:  the method can be 
modified to accommodate line losses.  The concept is to run a base case transportation 
study as indicated above, calculate the line flows in lossy lines, and to calculate the losses  
in each line.  Then one-half of the losses of each line are included as a load at the line 
terminals.  The concept is indicated in Figure 5-7.  After the line losses are included as 
indicated, the transportation study is repeated.  Obviously, this will not give the correct 
result when the line losses are very high and materially effect the line flows.  However, 
with active power losses in the 0 – 3% range, the method works satisfactorily. 
 

The indicated method to include line losses does result in an error in the on-line 
calculation of FACTS controls.  But, since the controls are on-line, and changing with 
measured conditions, the line loss errors cause only a minor dither in the control signal.  
That is, the control is applied, and the response is not as expected, thus resulting in fur-
ther control.  The process reoccurs on-line until the error dissipates to zero. 
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T = 0 T = 5 ms 

T = 17 ms 

T = 33 ms T = 36 ms 

 
 
Controller mode 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
                                                                                                                                                                                                                          Time               
 
 
 
 
Figure 5-6 
Depiction of the control logic for a transportation method calculation of FACTS control signals 
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5.6 A Hierarchical FACTS Control Structure Based on Transportation 
Methods 
 
 The utilization of transportation methods in a hierarchical control structure may 
be based on the concepts indicated in Chapter 2.  The most suitable portions of the con-
trol structure for transportation methods is the steady state higher level structures (e.g., 
the wide area and control area steady state segments of the control hierarchy).  This is 
depicted in Figure 5-8.  The implementation of a transportation based wide area, sinusoi-
dal steady state FACTS controller is shown in Figure 5-9.  In this figure, logic is included 
to determine the mode of the controller (i.e., steady state, transient, and which control 
objectives are utilized). 

 
 
 
 

 

Power loss

Transmission line model

Power loss
 

 
Figure 5-7 
Inclusion of line losses in a transportation power flow study and on-line FACTS control 
 
 
 

 
 Steady state Transient 

Wide area  
Control area 

 
 

Local  
 

 Transportation methods suit-
able for controller 

  Transportation methods not 
well suited for controller 

  Suitability assessment requires 
further research 

  

 
Figure 5-8 
Hierarchical structures most suitable for transportation solutions 
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Figure 5-9 
Transportation method used in the sinusoidal steady state FACTS controller at the wide 
area and control area hierarchies 
 
 
 
5.7 Limitations of Transportation Methods 
  
 The main limitations of the transportation method for rapid power system solu-
tion, and application to FACTS controller hierarchy are: 
 
• Limitation of transient time to integer number of cycles (for short transients) to about 

17 ms 
• Approximate inclusion of losses, resulting in an iterative dynamic response on-line.  

Similarly, nonlinear effects are not modeled and there will be an iteration required in 
the control to accommodate these effects. 

• The method may not satisfy the Kirchhoff laws, and therefore the control generated 
on line may be iterative 

• The method does not directly address voltage collapse and var support.  If it is desired 
to incorporate these issues into the control, it is necessary to reformulate the state vec-
tors to include bus voltage, and this becomes much more complex. 

 
 The advantages of the method are its speed of solution and therefore its suitability 
for an on-line controller.  Other advantages are that a coordinated control is readily im-
plemented using transportation methods;  circuit operating changes (e.g., line out of ser-
vice, line added to service) can be accommodated by performing one singular value 
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decomposition of the state estimation matrix, and performing changed cases on the lower 
and upper rectangular matrices.   
 
 
 
5.8 Summary 
 
 Transportation methods are based on the conservation of power.  These expres-
sions alone do not give sufficient equations for the development of FACTS device con-
trol signals, but in combination with bus load measurements, and line power flow 
measurements, sufficient degrees of freedom are available for an accurate control strategy 
solution.  The method is easily programmed in higher level programming languages, it 
has been shown to be valid for small examples, and it has an adaptive nature which 
should allow for the accurate calculation of a control signal.  The main limitation of the 
method is in accuracy of the calculation of the control signal;  this can be controlled by 
augmenting the method with measurements and careful design of the placement of the 
measurements.  The main advantage of the method is in calculation speed and the fact 
that relatively little memory is needed for the calculation.  The method is best suited for a 
sinusoidal steady state solution of the FACTS control problem, although transient stabil-
ity enhancement is also possible. 
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CHAPTER 6  

FAST SYSTEM STUDIES AND APPLICATIONS TO 
FACTS CONTROLLERS 

 
 
6.1 Types of Fast System Analyses 
 
 The on-line requirements of FACTS controllers in the sinusoidal steady state and 
the transient case require that circuit analysis be done rapidly.,  That is, a full dynamic 
security study is infeasible as is a full power flow study.  For this type of application, fast 
analysis methods are proposed.  Typical requirements are listed in Table 6-1.  Fast analy-
sis methods proposed for FACTS controllers are listed in Table 6-2.  Not listed in the ta-
ble are transportation methods that are covered in the foregoing chapter in detail.  The 
main techniques for fast calculation are also depicted in the web diagram in Figure 6-1. 
 
 
Table 6-1 
Approximate response time requirements for FACTS controllers for various control re-
gimes 
 

Estimated response time requirement Type of control 
Steady state requirement Transient requirement 

Power flow 
control 

 
Several cycles (e.g., 150 - 300 ms) 

Rapid, on-line tracking capability.  
Realistic estimates are in the quarter 
cycle range (e.g., 3 - 10 ms) 

 
Voltage control 

Several cycles, but faster response 
time as compared to power flow con-
trol to track load variation (e.g., 50 – 
200 ms) 

Quarter cycle requirement as evi-
denced by transient voltage restorer 
applications (e.g., 3 - 10 ms) 

VAr control 50 – 200 ms Applications uncertain, estimated at 3 
- 10 ms 
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6.2  Fast Methods and Their Suitability as FACTS Controllers 
 
 The requirements for calculation of FACTS controls fall into two main categories:  
the slow and the fast.  In the slow category are the signals needed for power flow control 
and OPF updating.  Raise and lower signals from the OPF software are in the one second 
range, and therefore OPF steady state power data need to be calculated in the order of one 
to a few seconds.  At upper supervisory hierarchies, the calculation requirement can be 
even longer.  The fast calculation lies mainly in dynamic system response enhancement:  
improvement of system damping, some forms of power conditioning, and more tradi-
tional analog controls.   These fast controls can have calculation requirements in the 
range of a few cycles of a 60 Hz signal, or down to about one cycle (i.e., about 17 ms).  
Although electromechanical time constants and traditional PSS controls operate on a 
much longer time scale – up to a few seconds – there are distinct advantages that can be 
realized by implementing controls into the tens of milliseconds.  These advantages are 
improvement of damping, and detection and correction of anomalous conditions. 
 
 The remarks above indicate that there is a need for the rapid determination of the 
mode of a FACTS controller.  This is depicted in Figure 6-2.   
 
 
 
6.3  Steady State Operating Mode Algorithms 
 
 The general structure of the steady state operating mode is that of identification of 
the steady state, verification of the steady state, and execution of the selected control 
strategy.  The latter can be based on the fast decoupled power flow study plus OPF con-
siderations.  In that case, signals must be received from the automatic generating control 
system to raise and lower generating levels, and accommodate the power flows appropri-
ately.  The alternative is to use a table look up / stored case solutions strategy.  Figure 6-3 
shows the general structure of the two steady state operating mode strategies. 
 
 Examples of selected methods of fast solutions for steady state control are shown 
in Appendix C. 
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Table 6-2 
Fast analysis methods 
 
 

Applicability  
Method Steady 

state 
Tran-
sient 

Coordi
nated 

 
Basis 

One iteration of a decoupled power flow 
study 

X   Single iteration of an iterative 
method 

Fast decoupled load flow study X   Newton Raphson method, fast 
formulas for jacobian matrix 

One iteration of a Gauss-Seidel power flow 
study 

X   Single iteration of an iterative 
method 

Power transfer distribution factors X   Linearization / calculation of 
changed case 

Line outage distribution factors, N-1 con-
tingency analysis 

X   Linearization / calculation of 
changed case 

Liapunov based methods, transient energy 
function 

 X  Calculation of total energy 

Sensitivity of system eigenstructure  X  Linearization / calculation of 
changed case 

Previous detailed solution updated by 
measurements or additional calculation 

X X X State estimation / weighted 
least squares / linearization 

OPF modified by calculating pseudoin-
verse of coefficient matrix, and modifica-
tion for a changed case 

 
X 

  State estimation / weighted 
least squares / linearization 

Supervisory control passes modification 
signal to lower hierarchical level when a 
changed case is sensed (i.e., adaptive hier-
archical controller) 

 
X 

 
X 

 
X 

 
Adaptive control 

Inverse control – assume solution, calcu-
late control signal to produce the desired 
solution 

 
X 

 
X 

 
X 

State estimation / direct solu-
tion 

Stored solutions – table lookup X X X Off-line calculation / table 
lookup 

Pattern recognition X X X Off-line calculation / table 
lookup 

Artificial neural network tuned with many 
known cases 

X X X Nonlinear estimator 

Hierarchical control based on time hierar-
chy 

 X  Adaptive control 

Hierarchical control based on objective 
hierarchy 

X X X Adaptive control 

Hierarchical control based on linearity hi-
erarchy or system impact hierarchy 

X X X Adaptive control 
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1 Time hierarchical control 9 Fast decoupled power flow 
2 Objective hierarchical control 10 One iteration decoupled power flow 
3 Line outage distribution factors 11 One iteration Gauss Seidel 
4 Power transfer distribution factors 12 Artificial neural networks 
5 Impact and linearity hierarchies 13 Pattern recognition 
6 Adaptive hierarchical control 14 Table look-up 
7 Eigenstructure sensitivity 15 Inverse control 
8 Liapunov methods 16 Detailed solution + update 

 17 OPF and modification of changed 
cases 

 

 
Figure 6-1  
Web diagram depicting the main rapid calculation methods for transient and sinusoidal 
steady state controls.  The axes depict various control strategies, and the radial distance 
from the center roughly indicates the reliance on the cited strategy. 
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Figure 6-2 
Calculation of the required FACTS controller mode 
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Figure 6-3  
The steady state operating mode 
 
 
 
6.4   Transient Operating Mode Algorithms 
 

As indicated in the previous section, the identification of the steady state and tran-
sient mode must be done before taking control action.  Thus identification must be veri-
fied and the process continues.  If the transient mode is selected, the general control 

0



 

 

6-6 
 

 
 

action is a calculation of the desired steady state solution, a calculation of the strategy to 
move in this direction, and a calculation of the FACTS control signals to accomplish this.  
The running process error is used in a feedback mode to regenerate the correct FACTS 
control signals.  The general structure is shown in Figure 6-4. 
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to this solution 

  

     
  Calculate FACTS 

control 
  

    
   

Calculate errors 
 

    

Hold control 
signals if errors 
are sufficiently 

small 
 
Figure 6-4  
The transient state operating mode 
 

 
 
6.5 Limitations of the Methods 
 
 The limitations of the methods described above are discussed in two sections:  the 
first relating to the steady state controls, and the second relating to transient controls. 
 
Steady state controls 
 
 The main formulation of fast steady state methods is based on Taylor series tech-
nologies.  These methods rely on the calculation of the slope of trajectories that are lin-
earized:  that is, the system Jacobian matrix, J, is assumed constant for each iteration, and 
iterates are used to find desired controls.  In the steady state, these controls are updated 
using measurements, and the result is a hopefully convergent series of controls, u, which 
approach u* the optimal control to produce the desired effect (e.g., unloading a line, dis-
tributing the load in a transmission system, etc.).   
 

The error resulting from the Taylor series truncation is dependant on the deriva-
tive of the Jacobian matrix with respect to the system controls, dJ/du.  This derivative is a 
three dimensional array known as the Hessian tensor.  If J is constant, the Hessian is zero, 
and the error is also zero.  If the Jacobian entries are highly varying, Hessian entries may 
be large, and the error due to the truncation can be very large.  The result is that the error 
in the control is dependent on two main factors, 
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• The magnitude of the Jacobian sensitivities with respect to the system con-
trols (i.e., Hessian tensor values) 

• The rate of system measurements to correct the controls. 
 
 The limitation of fast methods is based on the two cited factors.  If the dJ/du 
terms are large, there may be unacceptable error in the control sequence u(t).  If the rate 
of measurement processing is too slow, there may be an unacceptable error in the control 
sequence.  The two factors have a compounding effect that is pictorially illustrated in 
Figure 6-5.  A typical figure of one measurement per second is cited as a measurement 
rate, and a degrading of response time of 5 to 10 seconds for an applied FACTS control is 
estimated.  This means that the methods are limited to load variations in the same range:  
5 to 10 seconds. 
 

The foregoing indicates that the main limitation of the fast methods is dependent 
on the measurement sampling rate and the power flow Jacobian matrix.  Both effects are 
measurable as the mismatch expressions DP, DQ.  This mismatch expression is a direct 
measure of the accuracy of the method, and this can be used to generate a confidence in-
dex. 
 
Transient case 
 
 The transient control case and the limitations of the fast power flow methods (and 
other fast methods discussed in this chapter) is discussed here. In this case, the optimal 
FACTS control u* is contaminated by an error Du.  For the case of a linear system, the 
state vector that evolves from u*(t), and that that evolves from Du(t) can be superimposed 
to give the resultant system state.    The nature of the error is depicted in Figure 6-6. 
 
 The limitation of the fast method in this case again depends on the sensitivity of 
the system state response to the control signal, and also the speed of the measurements 
(which are correcting the error).  Probably, in most cases, the measurement rate is the 
limiting factor, and this is estimated for the case of one measurement per second as a deg-
radation of response time by 4 to 5 seconds.  If the state vector X(t) is changing slowly, 
this limitation is acceptable.  If there are rapid system changes, this limitation is not ac-
ceptable, and the measurement sampling rate would have to be increased. 
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Figure 6-5 
Pictorial of the interaction of measurement sampling rate and power flow Jacobian matrix 
spectral radius for FACTS controllers using fast power flow methods (steady state con-
trols) 
 
 
 
 

FACTS control u(t)

Time, t
u*(t)

u*(t)+∆u(t)

 
 
Figure 6-6 
Depiction of error in the calculation of a FACTS control u(t) 
 
 
 
6.6 Summary 
 
 Fast calculation methods have some promise in the implementation of FACTS 
controls.   The main methods of interest are: 
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• One iteration of a decoupled power flow study 
• Fast decoupled load flow study 
• One iteration of a Gauss-Seidel power flow study 
• Power transfer distribution factors 
• Line outage distribution factors, N-1 contingency analysis 
• Liapunov based methods, transient energy function 
• Sensitivity of system eigenstructure 
• Previous detailed solution updated by measurements or additional cal-

culation 
• OPF modified by calculating pseudoinverse of coefficient matrix, and 

modification for a changed case 
• Supervisory control passes modification signal to lower hierarchical 

level when a changed case is sensed (i.e., adaptive hierarchical control-
ler) 

• Inverse control – assume solution, calculate control signal to produce 
the desired solution 

• Stored solutions – table lookup 
• Pattern recognition 
• Artificial neural network tuned with many known cases 
• Hierarchical control based on time hierarchy 
• Hierarchical control based on objective hierarchy 
• Hierarchical control based on linearity hierarchy or system impact hier-

archy. 
 
For the case of steady state controls, the errors introduced by the fast approximations are 
not likely to degrade system response.  The main factors in this consideration are: 
 
 

• The magnitude of the Jacobian sensitivities with respect to the system controls 
• The rate of system measurements to correct the controls. 

 
 
For the transient case, these methods are less promising due to transient error which can 
slow response by as much as 5 seconds in typical applications.  However, for slowly 
varying state dynamics, the methods appear suitable. 
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CHAPTER 7 

COMPARISON OF ALTERNATIVE CONTROL 
METHODS AND APPLICATIONS  

 
 

7.1  Comparison of Alternative Methods 
 

In this chapter, a comparison of the alternative methods described in Chapters 3 – 
6 is given.  The focus of these comparisons is for applications to FACTS technologies.  
For quick comparison, the methods are tabularized and described in selected categories.  
The categories of comparison are: 

 
• Technical bases of the methods 
• Existing applications in power engineering and other areas of engineering 
• Applicability to steady state control of FACTS controllers 
• Applicability to transient control of FACTS controllers 
• Speed of calculation requirements (on-line and off-line) 
• Central processing unit (CPU) requirements (both on-line and off-line) 
• Sensory requirements (in both real time and for archival data)  
• Main strengths and potential strengths 
• Main weaknesses and potential weaknesses 
• Research and development needs in implementation. 
 

The methods that are compared are numbered and denominated by the titles in italics for 
this comparison: 
 

1.  Expert systems 
2.  Artificial neural networks 
3.  Fuzzy logic controls 
4.  Evolutionary algorithms 
5.  Genetic algorithms 
6.  Transportation methods 
7.  One iteration of a decoupled power flow study 
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8.  Power transfer distribution factors 
9.  Line outage distribution factors, N-1 contingency analysis 
10.  Liapunov based methods, transient energy functions 
11.  Sensitivity of system eigenstructure 
12.  Previous detailed solution updated by measurements or additional calcu-

lation 
13.  Inverse control – assume solution, calculate control signal to produce the 

desired solution 
14.  Stored solutions – table lookup 
15.  Pattern recognition 
16.  Hierarchical control based on time hierarchy 
17.  Hierarchical control based on objective hierarchy. 

 
 
 
7.2  Technical Bases of the Methods 
 
 Table 7-1 is a summary of the fundamental technical bases of the alternative 
methods listed in Section (7.1). 
 
 
 
7.3  Existing Applications 
 
 Table 7-2 is a listing of existing applications of the methods listed in Section 
(7.1).  Applications in power engineering as well as other branches of engineering are 
listed. 
 
 
 
7.4  Speed of Calculation, Sensory, and CPU Requirements 
 
 Table 7-3 lists estimates of calculate speed requirements, sensory inputs (both real 
time and for archival data), and CPU requirements (on-line and off-line) for the methods 
listed in Section (7.1).  The application in each case is the FACTS controls described in 
Chapters 3-5. 
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7.5  Applicability of Alternative Methods to FACTS Controllers, 
Strengths, and Weaknesses 
 
Table of comparisons 
 
 Table 7-4 shows the identified strengths and weaknesses of the methods listed in 
Section (7.1).  These remarks were summarized from the foregoing sections and compari-
sons. 
 
Applicability to FACTS device controllers 
 
 Table 7-4 is a general comparison of the methods discussed in this report.  The 
true comparison of alternative methods is highly dependent on specific applications.  
Specifically, the main elements that effect the comparison are: 
 

• Control objectives 
• Desired response speed 
• System size 
• Interconnection of power system with other power systems 
• Desired accuracy 
• Computer capabilities 
• Implementation of the software 
• Dynamic range that must be accommodated 
• Availability of archival information and format of this information 
• Type of FACTS controller(s). 

 
In consideration of these issues, one comparative conclusion of this study is that the 
transportation method, either as described in Chapter 5 or augmented by a state estima-
tion / sensory systems, is probably the most appropriate control logic for FACTS device 
control.  The technology is broadly applicable in a wide range of areas in which transport 
of a commodity (energy, power are included) is needed.  There is a potential of using 
generalized software modules in the FACTS application.  The inclusion of state estima-
tion technologies makes the integration of instrumentation / sensory information feasible.  
And this integration adds to the accuracy and effectiveness of the control.  The inclusion 
of sensory information also allows for the control of the nonlinear power system in steps 
– adaptively modifying the control as needed as time progresses.  The computational re-
quirements of the transportation method are modest and actually rather low in the real 
time environment.  This is because some computationally intensive operations are exe-
cuted off-line.  The tests, assessment, literature analysis, and experimentation indicate 
that the transportation method is to be recommended for FACTS device control logic. 
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Table 7-1 
Comparison of technical bases of methods 

 
Method Basis of the method 

1 Expert systems Construct rule base like those used in actual opera-
tional practice by expert operators 

2 Artificial neural networks Adaptive tuning of a specialized configuration of 
nonlinear system 

 
3 

 
Fuzzy logic 

Manipulation of signals and parameters whose values 
are represented by a range of values rather than fixed 
quantities 

4 Evolutionary algorithms Specialized ordering of a search of a solution space 
5 Genetic algorithms Specialized ordering of a search of a solution space 
6 Transportation methods Conservation of power end energy 
7 Decoupled power flow One iteration of the Newton Raphson power flow 

study, one term in a Taylor series expansion 
8 Power transfer distribution factors Differentiation and linearization 
9 Line outage distribution factors Differentiation and linearization 
 

10 
 
Liapunov  methods 

Calculation of total energy, and differentiation of this 
expression to obtain a measure of reduction of energy 
of a dynamic system 

11 Sensitivity of eigenstructure Properties of linear dynamic systems 
12 Updated solutions State estimation 
13 Inverse control State estimation, iterative solution, inverse system 

theory 
14 Stored solutions Pattern recognition, linearization, table lookup 
15 Pattern recognition Recognition of a previous seen dynamic response or 

steady state solution 
16 Hierarchical control – time Linear (or near linear) systems in specified time hori-

zons 
17 Hierarchical control - objective Linear (or near linear) systems in specified operating 

states 
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Table 7-2 
Existing engineering applications of the methods 

 
 

Applicability  
Method 

 
Application area Steady 

state 
Tran-
sient 

Coor-
dinated 

 
1 

 
Expert systems 

General information processing, 
computer programming, infor-
mation technology applications 

 
X 

 
X 

 
X 

2 Artificial neural networks General control applications, 
identification applications 

X X X 

3 Fuzzy logic General control applications X X X 
4 Evolutionary algorithms Experimental X X X 
5 Genetic algorithms Experimental X X X 
 

6 
 
Transportation methods 

Civil infrastructure applications 
(e.g., highways, natural gas, 

mass transit), power flow 
studies 

 
X 

 
X 

 
X 

7 Decoupled power flow Power flow studies X   
8 Power transfer distribu-

tion factors 
Power flow studies X   

9 Line outage distribution 
factors 

Power flow studies X   

 
10 

 
Liapunov  methods 

General applications in dy-
namic studies, transient stability 

studies 

  
X 

 

 
11 

Sensitivity of eigenstruc-
ture 

General applications in dy-
namic studies, transient stability 

studies 

  
X 

 

12 Updated solutions General control applications X X X 
13 Inverse control General control applications X X X 
14 Stored solutions Image processing, fingerprint 

identification, security systems 
X X X 

 
15 

 
Pattern recognition 

Widespread applications in in-
formation technology, digital 

signal processing, image 
processing 

 
X 

 
X 

 
X 

16 Hierarchical control – 
time 

General control applications in 
large scale systems 

X X X 

17 Hierarchical control – 
objective 

General control applications in 
large scale systems 

X X X 
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Table 7-3 
Sensory and processing requirements of the methods applied to FACTS controls (1) 

 

Processor speed requirements CPU requirements Sensory measurement requirements  
Method On-line Off-line On-line Off-line Real time Archival 

1 Expert systems Modest / low Modest / high Modest Very high / extremely 
high (2) 

Modest High / very high (2) 

2 Artificial neural networks Low Modest Low / very 
low 

High / very high (2) Modest High / very high (2) 

3 Fuzzy logic Low Modest Low Modest Modest Modest 
4 Evolutionary algorithms Low High Very low / 

low 
High Modest Modest 

5 Genetic algorithms Low High Very low / 
low 

High Modest Modest 

6 Transportation methods Low Low / none Modest Low / none High / very high Low / none 
7 Decoupled power flow Low Low / none Modest Low / none Low / modest Low 
8 Power transfer distribu-

tion factors 
Very low Modest Very low Modest Low Low 

9 Line outage distribution 
factors 

Very low Modest Very low Modest Low Low 

10 Liapunov  methods Modest / high Low / modest Low High Low / none Low / none 
11 Sensitivity of eigenstruc-

ture 
Modest / high Low / modest Low / medium High Low / none Low / none 

12 Updated solutions Low Low / medium Low / medium High Medium / high High / very high 
13 Inverse control High / very high Low / none Medium Medium / low Low / none Medium / low or none 
14 Stored solutions Low / very low Medium / low (2) Medium / low Very high / extremely 

high (2) 
Low / none Medium / low or none 

(2) 
15 Pattern recognition Low / very low Medium / low (2) Medium / low Very high / extremely 

high (2) 
Low / none High / medium (2) 

16 Hierarchical control – 
time 

Modest Modest Medium Medium / low Low / none Low 

17 Hierarchical control – 
objective 

Modest Modest Medium Medium / low Low / none Low 

 

(1) Obviously processing requirements vary in a highly complex manner with system size, operating point, control objective, proximity to nonlinearity, and other factors.  
The estimates in the table are for a large interconnected power system (e.g., 1000 – 5000 transmission buses) with control objectives of distributing the load in the trans-
mission system. 
(2) An extremely large number of off-line cases may need to be processed.  

0



 

 

7-7 
 

 
 

Table 7-4 
Comparison of strengths and weaknesses of alternative methods 

 

Method Identified strengths Identified weaknesses 
1 Expert systems • Utilizes recognized rules of system behavior 

• Accommodates very complex system response 
• Difficult to include physical model 
• Potentially will not accommodate cases and operating conditions never seen before 

2 Artificial neural net-
works 

• Transfers the bulk of calculations to off-line 
• Fast solution / simple model 

• Potentially very large number of off-line cases to be solved 
• Does not utilize known physical model information well 

3 Fuzzy logic • Smooth control • May have heuristic selection of parameters 
4 Evolutionary algo-

rithms 
• Moves processing of data to off-line • May not process data well for cases never seen before 

5 Genetic algorithms • Moves processing of data to off-line • May not process data well for cases never seen before 
 

6 
 
Transportation meth-
ods 

• Fast calculation due to minimal representation of sys-
tem dynamics 

• Allows utilization of both model and sensory informa-
tion in a state estimation formulation 

• Does not represent losses well 
• Does not represent system dynamics well 
• May require large number of sensory inputs 

 
 

7 

 
Decoupled power 
flow 

• Fast solution 
• Maximizes utilization of bus voltage amplitude and reactive 

power, and active power – phase angle relations 
• Easy to formulate control problem 

 
• Accuracy in question 
• Requires sensory information to compensate for solution error 

 
8 

Power transfer distri-
bution factors 

• Fast solution 
• Can be used to analyze many changed loading cases 

quickly 

• Accuracy in question 
• Difficult to estimate error 
• Requires sensory information to compensate for solution error 

9 Line outage distribu-
tion factors 

• Fast solution  
• Can be used to analyze many line outage cases quickly 

• Accuracy in question 
• Requires sensory information to compensate for solution error 

10 Liapunov  methods • Rapid calculation of stability 
• Linearized control theory applicable 

• Difficult to represent functional form of energy content of a system 
• Conservative results 

11 Sensitivity of eigen-
structure 

• Fast solution 
• Linearized control theory applicable 

• Linearized solution, may contain errors for a nonlinear system 
• Difficult to assess accuracy 

12 Updated solutions • Transfers the bulk of calculations to off-line • Potentially very large number of off-line cases to be solved 
• Does not utilize known model information well 

13 Inverse control • Seemingly a direct path to a desired target solution • Solution is in reverse time and difficult to accommodate sensory information in real time 
 

14 
 
Stored solutions 

• Transfers the bulk of calculations to off-line 
• Fast calculation (identification) of control 

• Can not accommodate unknown cases (i.e., cases not seen before) 
• Many cases must be processed off-line / many cases to scan through 
• Difficult to assess whether all operating cases have been seen 

15 Pattern recognition • Very rapid on-line processing 
• Allows real time dynamic control 

• May not recognize operating conditions that have never been ‘seen’ before 

16 Hierarchical control – 
time 

• Does detailed calculation in specified narrow time win-
dows 

• Time windows need to be changed as solution progresses, difficult to devise smooth transition 

17 Hierarchical control – 
objective 

• Detailed solution at given levels of the control structure • Difficult to devise smooth transition between hierarchical levels 
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CHAPTER 8 

CONCLUSIONS AND IDENTIFIED RESEARCH 
NEEDS 

 
 
8.1 Conclusions 
 
 The main conclusions of this research are: 
 
FACTS controllers are useful for both steady state and dynamic controls in power sys-
tems.  Also, the control speed capability of FACTS controllers exceeds the requirements 
of both dynamic and steady state power system controls. 
 
FACTS controllers offer the possibility of transmission congestion alleviation and ATC 
improvement. 
 
FACTS controllers may be used to improve system dynamic response, power flow con-
trol and management. 
 
The transportation method offers a useful method to effectuate FACTS control objec-
tives. 
 
System sensory measurements should be used to improve the accuracy of the calculation 
of FACTS control signals.  These signals should be imported to a FACTS control calcu-
lation in a way similar to weighted state estimation calculations. 
 
Intelligent methods and genetic algorithms may be used to determine the secure operating 
states of a power system, and these may be used to determine the ATC constrained to 
those secure operating conditions. 
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FACTS controllers offer an alternative to special protection schemes.  This alternative 
has the advantage of not requiring generation to be taken off line. 
 
 
 
8.2  Research and Development Needs 
 
General recommendations 
 
 The main research and development needs and recommendations for control logic 
strategies for FACTS controllers are listed in this section. 
 
A key research and development need is to convert the transportation method to a simula-
tion tested control logic for FACTS controllers.  This entails reformulation of the power 
flow study problem to include transportation models of FACTS controlled systems.  Sen-
sory measurements should be included in the model.  Sensor weights should be studied 
and selected to optimize performance. 
 
A second key research need is the incorporation of FACTS controls into optimal power 
flow methods.  This area too involves the inclusion of weighted sensory measurements. 
 
A third development need is the construction and testing of practical FACTS control 
software for application to an existing system. 
 
 

These needs are identified with the following concomitant research needs: 
 
• To identify a specific FACTS controller to be used in transmission congestion allevia-

tion, and to simulate a range of study cases to demonstrate the effectiveness of the 
device under historically measured conditions. 

 
• To formulate an accurate model of the selected FACTS controller based on the power 

electronic implementation of the device, including nonlinearities, dynamic range, and 
device dynamics where appropriate. 

 
• To expand the transportation technologies outlined in this report and to accommodate 

the types of control signals and control capabilities of the identified FACTS control-
ler. 

 
• To construct the transportation method utilizing actual power system data, and evalu-

ate the confidence index (residual) for historical data.  This includes a full chi-squared 
confidence evaluation of the residual, and the calculation of the percent confidence to 
attain a given level of residual. 

 
• To test alternatives in selection of the weighting matrix for sensory measurements. 
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• To formulate a reliable mode selection algorithm for the setting of the FACTS con-

trols to steady state or dynamic control modes. 
 
• To evaluate alternative sparcity coding methods for implementing the transportation 

method for large systems. 
 
• To integrate sensory information into the control method utilizing actual data, and to 

test conditions of missing or bad data 
 
• To evaluate the technique of weight selection for sensory signal integration. 
 
 
Specific recommendation for research and development 
 

The pilot study described in this report describes the basis of FACTS control 
logic.  The purpose of the pilot project was to develop control logic concepts to enhance 
the functionality of FACTS controllers in transmission systems.  The subsequent phase of 
this work should be to implement innovative control logic strategies in an Energy Man-
agement System with the objectives of increasing power transfer capability, stability, and 
reliability through effective control and dispatch.  Applications in remedial controls need 
to be studied further and implemented. 
 

The key research needs identified should be coordinated with a host utility com-
pany.   Large scale implementation of the selected control logic strategies should be per-
formed.  It is important to construct the mode selection scheme to be used:  FACTS 
controllers should be used for a variety of tasks, and the objectives of the tasks shall be 
selected in a mode selection process.  This is at the core of the control logic design.  The 
main portion of the identified research needs is the incorporation of Available Transfer 
Capability optimization into the optimal power flow algorithms.  This is done to reduce 
transmission congestion in an optimal way.  The strategy to be used is multi-objective 
optimization and injection control algorithms for power systems.  As identified in this 
pilot study, transportation methods for controller design are appropriate as they are fast, 
they utilize measurements, and they iterate on the solution in real time as the control sig-
nals are calculated.  The optimization is considered to be multi-objective because there 
are many ATC paths and these need to be weighted / prioritized.  Also, the control logic 
will impact the system dynamic response as well as the production cost.  These factors 
are included in the constrained optimization. 
 

The most important part of the identified research and development needs is the 
development of the final control algorithm and the reduction of the theory to software.  
This should be done with a large scale system with focus on the host utility system.  
Upon construction of the software, a full evaluation of the code should be done with the 
host utility.  Part of the identified needs is the evaluation of the ATC improvement af-
forded by the controller. 
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 Specific recommendations for further work include the following: 
  
• Identification of the types of FACTS devices to be incorporated and develop the soft-

ware models  
 
 The types and analytical models of FACTS devices to be incorporated in the prac-
tical software should be determined in consultation with engineers from host EPRI mem-
ber companies.  
 
• Development of  practical algorithms for optimal dispatch of the Available Transfer 

Capabilities in interconnected power systems and remedial control 
 
 It has been shown that FACTS controls can expand the Total Transfer Capabili-
ties and reduce the Transmission Reliability Margin.  The control logic is based on opti-
mization methods and transportation congestion management techniques.  Remedial 
controls using FACTS devices have also been demonstrated.  Actual power system mod-
els should be developed for use with practical control logic algorithms.  This involves 
detailed modeling of the power system and the set of identified FACTS controllers to be 
used.  The optimization algorithms need to be tested. The concept of Pareto-optimal solu-
tions is important here.  Given that there are multiple paths for which the ATC will be 
dispatched, it is necessary to determine the Pareto-optimal solutions and perform tradeoff 
among these solutions.  Considerations for the tradeoff include systems security and eco-
nomics.  Genetic algorithms can serve as a search engine for the Pareto-optimal solutions 
and a full investigation of this tool is recommended.  
 

System dynamics need to be considered in the ATC calculation. The dynamic se-
curity criteria used by the host EPRI member company needs to be identified and reduced 
to a mathematical specification.  The dynamic security criteria should be integrated into 
the ATC calculation algorithms.  
 

In the pilot phase of this work, a relationship was identified between FACTS control-
lers and  Special Protection Systems as remedial controls.  If the FACTS controllers can 
be used effectively as remedial controls, they will be attractive tools to help avoid over-
loading and the associated problems that may arise.  It is recommended to develop opti-
mization algorithms that calculate the FACTS control configuration and settings for  the 
purpose of remedial control.  It will be desirable if the same computational techniques 
that allow the calculation of the optimal ATC dispatch will also be used for optimization 
of remedial controls. 
 
• Software implementation of the optimal ATC dispatch algorithms  
 
 The coding of the control algorithms as efficient software is recommended.  The 
software tools should be selected in consultation with EPRI and the host member compa-
nies.  The goal is to select tools so that the developed package will be more efficient, ge-
neric and portable.  
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• Validation and verification of the ATC dispatch software  
 
 The control algorithms should be validated based on the specifications and test 
cases.  Comments from EPRI and host companies should be requested and used for en-
hancement of the software.  Test cases that are generic and representative should be se-
lected so that the robustness of the algorithm can be achieved.  
 
• Development of implementation plans for the ATC dispatch algorithms in a practical 

environment 
 
 The proposed Pareto-optimal ATC dispatch algorithm is a new tool for the power 
market environment.  The implementation of the tool requires a thorough analysis. Con-
siderations include the software and hardware environment, data requirements, data ac-
quisition associated with the new tool, and market data for economic evaluation.  
Researchers should work with the host companies to develop implementation plans for 
the new ATC dispatch software.  
 
• Computer demonstration of the optimal ATC dispatch algorithms 
 
 Computer demonstrations should be done for EPRI and the host companies. 
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APPENDIX A 

REVIEW OF THE LEAST SQUARES SOLUTION OF 
Ax = b AND APPLICATIONS TO TRANSPORTA-
TION SOLUTIONS 

 
 

A.1 Theoretical Background 
 
 The linear state estimation problem is discussed in considerable detail elsewhere 
(e.g., [J2]);  however, a very brief review is given here with an emphasis on the applica-
tion to the control of FACTS devices.  The basic equation  
 

Ax = b (A.1) 
 
with A having dimension  Nr by Nc, x is a vector of dimension Nc, and b a vector of di-
mension Nr, normally has the following solution structure: 
 
when Nr > Nc There are more equations than unknown and in general there are no au-

thentic solutions 
when Nr = Nc There may be one single solution, and infinite number of solutions,  or 

no solutions depending on the eigenstructure of A 
when Nr > Nc There are more unknowns than equations, and there are an infinite 

number of solutions in general. 
 
The first case is known as the overdetermined case;  the second is the critically deter-
mined case;  and the third is the underdetermined case.  If one abandons the usual con-
cept of a solution, namely that all rows of Equation (A.1) are satisfied, then one can 
‘solve’ (A.1) in the least squares sense.  That is, let 
 

J = (Ax-b)t(Ax-b). (A.2) 
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Then J is called a residual and represents the degree to which the equations are ‘solved’.  
That is, if J is zero, the equations are all solved in the usual sense.  If J is small, then 
Equation (A.1) nearly is correct, and the value of x at this ‘solution’ is an estimate.  When 
x is estimated in this way, it can be simply shown that the squared error in each equation 
of (A.1) is minimized (i.e., the sum is minimized), and the value of x is called the least 
squares solution.  Because each equation in (A.1) is weighted evenly, the estimate x is 
called the unbiased estimate. 
 
 It is a simple matter to obtain the biased estimate as follows:  let 
 

J = (Ax-b)tW(Ax-b). (A.3) 
 
where W is a Nr by Nr matrix.  Matrix W is called a weight matrix and it is, in effect, the 
weighting of the validity of the Nr different rows of Equation (A.1).  The minimization of 
Equation (A.3) is called the weighted least squares problem – or the biased estimate.  For 
W = I = the identity matrix, the weighted case becomes the unbiased case. 
 
 The calculation of vector x to minimize J has been done in many places (e.g., [J1], 

[J3]).  This is the linear state estimation problem, and the solution is written as x ;  it can 

be shown that x  for the unbiased case is 
 

bAx += )( . 
(A.4) 

 
and for the biased or weighted case is 
 

bWAWx += )( . (A.5) 

 
The notation ( . )* refers to the pseudoinverse, and Table A-1 shows ways to calculate this 
matrix. 
 
 
Table A-1 
The pseudoinverse of matrix A 
 

Case Pseudoinverse, A+  
Overdetermined (AtA)-1At 
Critically deter-

mined 
A-1 

Underdetermined At(AAt)-1 
 

General case 
EΣ-1F where E and F are modal ma-
trices of the left and right singular 
vectors of matrix H and Σ is a di-
agonal matrix of the nonzero singu-
lar values of H. [J1] 
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A.2 Accuracy of Transportation Solutions 
 
 The accuracy of transportation solutions is the same as the accuracy of the biased 
state estimation problem.  The main element that is a discriminator between accurate and 
inaccurate solutions is the value of the residual J, 
 

J = (Ax-b)tW(Ax-b). 
 
If the residual is zero, the solution is perfect – for the stated model.  If the residual is 
large, the accuracy is poor.  The question of large relative to what is raised:  the root 
mean square error is simply 

rms error = 
N

J  

Where N is the number of equations in the state estimator (i.e., the row dimension of vec-
tor b).  It is assumed that the error should not include influence from the bias weights, 
and therefore the determinant of W is assumed to be unity.  If this is not the case, the re-
sidual can be scaled by det(W). 
 
 It is possible to estimate the confidence in the solution if the statistics of the 
measurement noise and other errors in the state space model are known.  Also, this prob-
lem is only simply calculable for the case of assumed gaussian measurement noise.  In 
such a case, the residual is chi-square distributed because (Ax-b) is gaussianly distributed.  
The quadratic form of a gaussian process is chi-square distributed.  There are tables of 
chi-square confidence versus assumed values of the variance of the measurement noise 
and required probability of error.  Reference [J2] has such a procedure outlined.  
 
 The application of the chi-square test to FACTS controllers could be done in or-
der to alert the controller of the potential of error in the control.  For example, the follow-
ing measures could be taken to implement a control error mitigation strategy: 
 
• If the chi-square test gives a poor confidence value, controls are slowed.  This is done 

in order to allow the adaptive nature of the controller to catch up with the process dy-
namics.  This can be accomplished by setting the control cycle to one per second 
when the confidence is 90% or greater; one per 10 seconds when the confidence is 
between 0.7 and 0.9;  one per 30 seconds when the confidence is between 0.5 and 0.7;  
and one per 100 seconds when the confidence is below 0.5 

 
• If the chi-square test gives a sufficiently poor confidence, an alarm can be issued to 

recommend manual control or some other special action. 
 
• If the chi-square test gives sufficiently poor confidence, the operator may be asked to 

check manual readings / measurements. 
 
The main issues in transportation solution accuracy are measurement error, the degrees of 
freedom, the singular spectrum of the state estimation matrix (especially the ratio of the 
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largest to smallest singular value, also known as the condition number), and the validity 
of the linearization. 
 
 
A.3 Example of Steady State Solution Using Transportation Methods 
 
 An example is presented to outline the transportation method of power system 
solution for a FACTS device control in the sinusoidal steady state.  Figure A-1 shows the 
example system, and Table A-2 shows a ‘Case A’ loading.  In the base case, the FACTS 
controller in Line 4 – 2 is set to –0.23 per unit active power flowing from 4 to 2 metered 
at 4.  The example given is to study the base case power flow study shown in Table A-3, 
and calculate the FACTS device control signal to force the loading in Line 4 – 5 to +0.8 
per unit active power (flowing 4 to 5 metered at 4).  This represents a complete reversal 
and change of loading of the flow in Line 4 – 5 from the ‘base case’. 
 
 The example is solved using Equation (5.9), 
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Figure A-1 
Example system to illustrate the transportation power flow study method 
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Table A-2 
Example system loads and line data ‘Case A’ 
 

Line impedances  Bus loads / generation 
Line Impedance 

(p.u.) 
 Bus Active load 

power (p.u.) 
Generation 

(p.u.) 
1 – 2 j0.01  1 Swing bus  
2 – 3 j0.01  2 2.0  
1 – 4 j0.01  3 1.0  
4 – 5 j0.01  4 3.0  
5 – 2 j0.01  5  3.0 
5 – 3 j0.01    

 
 
 
Table A-3 
Load flow study of the example system in ‘Case A’ 
(all values in per unit, “Case A’ loading, swing bus at rating) 
 

Bus voltages  Line flows 
Bus Voltage 

(p.u., degrees) 
 Line Active power 

flow 
1 1.00 ⊃ 0.000 o  1 – 2 1.38 

2 1.00⊃-0.791 o  2 – 3 0.07 
3 1.00⊃-0.831 o  1 – 4 1.61 

4 1.00⊃ -0.923 o  4 – 5 -1.14 

5 1.00⊃-0.269 o  5 – 2 0.91 

5 – 3 0.98 *Line 4 –2 is a FACTS controlled line set to –0.23 per 
unit active power flow in the base case 4 – 2 * -0.23 
 
 

In this case, the unbiased solution is used, W = I.  In the changed case, the meas-
urement vector MG will change to (3, 2.3, 1.6)T and the desired line setting in Line 4 – 2 
will be (+0.8).   For reference, the various subvectors and submatrices are, 
 
A = null LCF = [0] DE = 0.8 
MB = (2,1,3,-3)T MG = (3, 2.3, 1.6)T LCG = (1,0,0) 
LBE = (0,0,1,-1) LCE = 0 LBF = (-1,0,1,0) 
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The matrix and vector dimensions are 
 

A Null  MA Null  MG 3 by 1 
B 4 by 1  MB 4 by 1  LBF 4 by 1 
C Scalar  G 3 by 1  LCG 1 by 3 
E Scalar  LBG 4 by 3  LCH 1 by 2 

DE Scalar  LCE Scalar  LBE 4 by 1 
F Scalar  LCF Scalar  LAE Null 
W 5 by 5  H 2 by 1  LAG Null 

 
The solution is found using the Matlab expressions 
 

right=[-mb+lbe*de+lbg*mg; lce*de+lcg*mg]; 
zz=[0;0;0;0]; 
coeff=[zz,-lbf,-lbh; 1, -lcf, -lch]; 
cfh=Pinv(coeff)*right; 
c=cfh(1) 
f=cfh(2) 
h=cfh(3:4) 

 
and the solution is, 
 

C = [3.00] F = [-3.90] H = [-0.60, -0.10]T 
 
Thus the FACTS control is –3.90 per unit power.  When this is applied to the system, the 
result shown in Figure A-2 is obtained.  Note the flow in Line 4 – 5 which was to be set 
to +0.8 per unit (a reversal of the original base case flow of –1.14 per unit).  To clarify 
the example, 
 

• Only active powers are illustrated (for simplicity, these are easily included in 
the subvectors) 

• A single FACTS controller is illustrated here (the dimension of E is unity, and 
this is a program variable) 

• No line charging or reactive power flows are included 
• No ground ties are included 
• No bus injections are forced to a particular set value;  that is, subvector A is 

null.  This is a program variable and would account for forced sales or purchase 
of power from adjacent systems 

• Bus 1 is the swing bus and this is held to rated voltage and used as a reference 
phasor 

• The bus voltages in the changed case are listed in Table A-4 
• In the example above, the residual error is J = 0.01 per unit, which represents an 

rms error of 0.045 per unit 
• There is one degree of freedom in this example (i.e., equations – unknowns = 1). 

 
The general flow chart for the steady state algorithm appears in Section A.5 
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Figure A-2 
System power flows in a small example, after a FACTS control is applied 
 
 
 
 
Table A-4 
Small example:  bus voltages in FACTS controlled case (after application of FACTS con-
trol) 
 

Bus Voltage 
(p.u., degrees) 

1* 1.00⊃ 0.0 o 
2 1.00⊃-1.5 o 
3 1.00⊃-1.1 o  
4 1.00⊃ 0.1 o 
5 1.00⊃-0.4 o 

*Swing bus 
 
 
 
A.4 Example of Transient Controls Using Transportation Formulation 
 
 In this section, the transient control of FACTS controllers using the transportation 
algorithm is illustrated.  The simple mechanism described in the man text for power flow, 
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is used, and Figure A-3 is repeated for convenience.  The objective is to improve the ei-
genstructure of a dynamic system through the use if FACTS controllers:  namely the 
movement of eigenvalues of the linearized system dynamics (at the point of operation) to 
the left in the complex plane.  This corresponds to additional damping. 
 
 
                                                             Line inductance 
                                                                       jx 
                     |Va|⊃0                                                                                        |Vb|⊃-δ 
                                                                P 
 
Figure A-3 
Power flow in an inductive reactance jx 
 
 
 For purposed of the illustration of the method, the system of Figure A-4 is used.  
This system is very simple, but it allows a detailed examination of the system dynamics 
and coding of the implementation of the required FACTS controller.  For the example, 
subscripts 1 and 2 refer to the generation buses 1 and 2, and bus x refers to the load bus at 
which  a load of PL occurs.  Table A-5 summarizes the cases considered.  These cases are 
discussed in detail below.  For purposes of the examples, the line reactances are ex-
pressed in per unit as 
 

jx1x = j1/100 
 

jx2x = j1/50 
 

and the generator terminal voltages are assumed to be fixed at rating. 
 
 
 

Load PL

Generator 1
P1

Generator 2
P2

jx1x jx2x

  Bus x

 
   
Figure A-4 
Simple system for the illustration of added damping using FACTS controls 
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Table A-5 
Example cases for the dynamic control of FACTS controllers using the transportation 
method 
 
Exam

ple 
Purpose Initial condi-

tion 
FACTS 
Device 

Load PL 

(per unit) 
Result 

(per unit val-
ues, degrees) 

Observations 
/ comments 

 
 
A-1 

 
 

Base 
case 

 
Loading pro-
file is fixed 

P1 = P2 = 0.5 
per unit 

 
 
None 

 
 

Fixed at 1.0 

#1 =  0.00 
#2 =  0.2865 
#x =  -0.2865 

|V1| = 1.00 
|V2| =  1.00 
|Vx| =  1.00 

 
 

Base case 

 
 
 
 
 

A-2 

 
To show 
dynam-
ics of 
system 
without 
FACTS 
control-
ler, no 
damping 
present 

P1 = 0.5 and 
P2 = 0.5 from t 
= 0 to t = 3/60 
second.  In this 
period, PL = 
1.0 Then load 
changes to 1.1 
per unit with 
no change of 
generation.  
Generation 
changes to 0.6, 
0.5 at t = 6/60 
second. 

 
 
 
 
 

None 

 
 
 
Load fixed at 1.0 
for t in the period 
[0, 3/60] second, 
then load in-
creased to 1.1 per 
unit at t = 3/60 s. 

 
Oscillatory 
case, solution 
using Matlab 
shows re-
peated zero 
eigenvalues, 
and one com-
plex conjugate 
pair at # = ! 
j4.714 

 
 
 
 
Dynamic 
case, no 
damping 

 
 
 
 

A-3 

To show 
dynam-
ics of 
system 
with 
FACTS 
control-
ler, 
damping 
intro-
duced 

 
 
 
 
 
As in A-2 

 
 
 
In-
serted 
in line 
1 - X 

 
 
Load fixed at 1.0 
for t in the period 
[0, 3/60] second, 
then load in-
creased to 1.1 per 
unit at t = 3/60 s. 

 
 
 
Depends on 
control used.  
See example 
below. 

 
FACTS con-
trollers can 
be used to 
introduce 
damping us-
ing transpor-
tation 
methods 

 
 
 
Example A-1 Base case 
 
 The base case is a simple solution of the static expressions 
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For the case that #1= 0 (i.e., bus 1 is the reference phasor), the Matlab code for the solu-
tion (in degrees) is 
 

dx=-asin(x1x*0.5); 
d2=dx+asin(x2x*0.5); 
ddx=dx*180/pi; 
dd2=d2*180/pi; 
ddx 
dd2 

 
and the solution is (degrees) 
 

ddx =  -0.2865 
dd2 =  0.2865 
 
 

Example A-2 Dynamic case – no FACTS control 
 
 In this example, the system is solved without FACTS controllers.  The conditions 
of the test are shown in Table A-5.   The system equations are 
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and the following definitions of state variables is made, 
 

Q1 = #1 Q2 = d#1/dt Q3 = #2 Q4 = d#2/dt 
Q5 = P1 Q6 = P2 Q7 = #x Q8 = #y 

 
In this case, the variable #y  is simply #x, that is the phase angle at the load bus.  In Ex-

ample A-3, a FACTS controller will be used to control #y separately from #x. 
 

 Because of the inclusion of the algebraic constraints (e.g., #x = #y), the lower or-
der system becomes an eighth order system for this solution.  This introduces one zero 
eigenvalue for each algebraic equation included in this way.  Thus, the forth order system 
becomes an eighth order system in this case with four added zero eigenvalues. 
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A Matlab code is used to find the eigenvalues of the linearized system: 

 
%initial condition 
q0=[0;0;1/200;0;1/2;1/2;-1/200;-1/200]; 
%system matrices 
a=diag(ones(8,1)); 
a(5,8)=100*cos(q0(1)-q0(8)); 
a(6,7)=50*cos(q0(3)-q0(7)); 
a(7,8)=-1; 
a(8,5)=1; 
a(8,6)=1; 
a(8,8)=0; 
b=[0,1,0,0,0,0,0,0;... 
   0,0,0,0,-1/3,0,0,0;... 
   0,0,0,1,0,0,0,0;... 
   0,0,0,0,0,-1/3,0,0;... 
   0,100*cos(q0(1)-q0(8)),0,0,0,0,0,0;... 
   0,0,0,50*cos(q0(3)-q0(7)),0,0,0,0;... 
   0,0,0,0,0,0,0,0;... 
   0,0,0,0,0,0,0,0]; 
%calculation of eigenvalues of linearized system 
eig(inv(a)*b) 

 
And the system eigenvalues are found to be ! j4.714, 0, 0, 0, 0, 0, 0.  The repeated zero eigenval-
ues are artifacts of the solution method which incorporates algebraic equation constraints 
in the form of derivatives:  that is, the constraint M = 0  is written as  (dM/dt)=0 so that 
the eigenstructure of the combined system is easily found. 
 
 It is concluded that this system is oscillatory with no damping, and natural fre-
quency of oscillation 4.714 r/s. 
 
 
Example A-3 Dynamic case – with FACTS control 
 
 In this example, the previous example is repeated with FACTS control inserted in 
line x-1.  The concept illustrated utilizes a controller such as a UPFC capable of line 
power flow control.  This is shown in Figure A-5.  The solution is done as in the previous 
case;  however a control equation is added, 
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Figure A-5 
Example system with FACTS control inserted 
 
 
 
 The form of the control shown here (i.e., the final equation) is shown as an illus-
tration only.  Other forms of controls can be incorporated in the same way.  The state 
variables are, 
 

Q1 = #1 Q2 = d#1/dt Q3 = #2 Q4 = d#2/dt 
Q5 = P1 Q6 = P2 Q7 = #x Q8 = #y 

 
And the Matlab coded solution for A = 0, B = 0, C = 0, D = 2, E = -1 is, 
 

%initial condition 
q0=[0;0;1/200;0;1/2;1/2;-1/200;-1/200]; 
%controls 
d=2; 
e=-1; 
%system matrices 
a=diag(ones(8,1)); 
a(5,8)=100*cos(q0(1)-q0(8)); 
a(6,7)=50*cos(q0(3)-q0(7)); 
a(7,8)=-1; 
a(8,5)=1; 
a(8,6)=1; 
a(8,8)=0; 
b=[0,1,0,0,0,0,0,0;... 
   0,0,0,0,-1/3,0,0,0;... 
   0,0,0,1,0,0,0,0;... 
   0,0,0,0,0,-1/3,0,0;... 
   0,100*cos(q0(1)-q0(8)),0,0,0,0,0,0;... 
   0,0,0,50*cos(q0(3)-q0(7)),0,0,0,0;... 
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   0,0,0,0,-d/3,-e/3,0,0;... 
   0,0,0,0,0,0,0,0]; 
%calculation of eigenvalues of linearized 
%system 
eig(inv(a)*b) 

 
The eigenvalues are found for this case to be –32.65, -0.681, 0, 0, 0, 0, 0, 0.  The repeated 
zero eigenvalue is due to the way the problem was solved – namely by converting the al-
gebraic expressions to differential equations for ease in solution.  A more complete study 
for this particular illustration reveals the result in Figure A-6 showing that the FACTS 
controller can introduce damping on the basis of a linearized transportation model.  For 
the result depicted in Figure A-6, only control variables D and E were varied – similar 
results are obtained by varying A, B, C. 
 
 

D

E

SYSTEM
UNSTABLE

SYSTEM
OSCILLATORY
ALONG LINE

LIGHT DAMPING

HIGHLY DAMPED

 
 
Figure A-6 
Effect of variation of control parameters D and E on the damping of a simple four bus sys-
tem with a FACTS controller, modeled as a transportation system 
 
 
 
A.5 Flow Chart of Transportation Algorithms 
 
 Figure A-7 is a flow chart that highlights the steady state transportation power 
flow / FACTS control calculator. 
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Figure A-7 Flow chart of steady state transportation 
FACTS control logic
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APPENDIX B 

THE DEFINITION OF AVAILABLE TRANSMISSION 
CAPABILITY 

 
B.1  ATC Principals and Definition 
 
 This appendix contains a brief summary of the definitions and determination of 
available transmission capability as found in reference [J8].  This reference is a frame-
work for determining available transmission capabilities in interconnected networks. 
 
 The principals behind ATC that govern its measurement and definition are: 
 

• The commercial viability of the concept 
• Inclusion of time variation of active power flows in transmission networks 
• Dependency on the path of the desired ATC as well as the injection point of 

active power 
• Inclusion of uncertainty. 

 
The term available transfer capability or ATC is defined as the transfer capability remain-
ing in the physical transmission network for further commercial activity over and above 
already committed uses.  Table B-1 contains a summary of related terms.  Using these 
terms, one finds that, 
 

ATC = TTC – TRM – CBM – Σ(existing transmission commitments). 
 
 The determination of transfer capability is based on computer simulations.  The 
main elements in these simulations are: 
 

• Projected customer demands 
• Generation dispatch 
• System configuration 
• Base scheduled transfers 
• System contingencies.  
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Table B-1 
Terms relating to available transfer capability summarized from reference [J8] 
 

Term Acro-
nym 

Definition 

Available transfer 
capability 

 
ATC 

the transfer capability remaining in the physical transmis-
sion network for further commercial activity over and 
above already committed uses 

 
Total transfer ca-
pability 

 
TTC 

The amount of electric power that can be transferred over 
the interconnected transmission network in a reliable 
manner while meeting all of a specific set of defined pre- 
and post-contingency system conditions 

Transmission reli-
ability margin 

 
TRM 

The transfer capability necessary to ensure that the inter-
connected transmission network is secure under a reason-
able range of uncertainties in system conditions 

 
Capacity benefit 
margin 

 
CBM 

The transmission transfer capability reserved by load serv-
ing entities to ensure access to generation from intercon-
nected systems to meet generation reliability requirements 

 
Curtailability 

 
- 

The right of a transmission provider to interrupt all or part 
of transmission service due to constraints that reduce the 
capability of the transmission network to provide that 
transmission service 

 
 
Recallability 

 
 
- 

The right of a transmission provider to interrupt all or part 
of a transmission service for any reason, including eco-
nomic, that is consistent with FERC policy and the trans-
mission provider’s transmission service tariffs or contract 
provisions 

Non-recallable 
ATC 

NATC TTC – TRM – non-recallable reserved transmission ser-
vice (including CBM) 

Recallable ATC RATC TTC – TRM – recallable transmission service – non-
recallable transmission service (including CBM) 

 
 
B.2  Limits to Transfer Capability 
 
 Reference [J8] gives the following key limiting factors to transfer capability: 
 

• Thermal limits 
• Voltage limits 
• Stability limits. 

 
 
 
B.3 The Determination of ATC 
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 Reference [J8] gives a method for the determination of ATC known as the related 
system path method (RSP).  The method is applicable for transmission systems that con-
tain generation and load centers that are distant from each other, and that are configured 
as sparse networks.  The RSP method is: 
 

• The determination of the TTC 
• Allocation of the TTC among the transmission owners 
• Calculation of the ATC for each right-holder by subtracting each of their 

uses from each of their individual TTC rights. 
 
The RSP method models unscheduled flows and parallel path flows.   
 

An example of the RSP method appears in [J8]. 
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APPENDIX C 

IMPLEMENTATION AND EXAMPLES OF FAST 
SOLUTION METHODS FOR FACTS CONTROLS 

 
 
C.1 Introduction 
 
 The objective of this appendix is to exemplify the main control strategies for 
steady state and transient FACTS controls using fast solution methods as outlined in 
Chapter 6.  The main illustrations for steady state controls are listed in Table C-1. 
 
Table C-1 
Steady state controls for FACTS technologies using fast methods and their illustration 
 

FACTS device controls these MVA elements  
Active power P Reactive power Q Both P and Q 

 
Bus phase angles, # 

 
Example C-1 

 
* 

Similar to Example C-1 
with control of Q added 
and control vector repar-

titioned. 
 

Bus voltage magni-
tudes, |V| 

 
* 

 
Examples C-2 

and C-3 

Similar to Example C-2 
with control of P added 

and control vector repar-
titioned. 

 
Both # and |V| 

 
* 

 
* 

Similar to Examples 
(C.1) and (C.2) with  

control vector reparti-
tioned. 

D
es

ir
ed

 to
 c

on
tr

ol
 

Active power line 
flows 

 
Example C-4 

 
* 

Similar to Example C-4 
with reactive flows mod-

eled. 
 
*Less effective control 
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C.2 Steady State Control of Bus Phase Angle  
 
 In Example C-1, the steady state control of a bus phase angle using a FACTS controller is 
illustrated.  The fast method technology employs one iteration of a Newton-Raphson 
power flow study.  For this example, it is assumed that the FACTS device controls only 
active power flow in a line.   The essence of the Newton method is 
 









∆

∆








=








∆
∆

||43

21

VJJ

JJ

Q

P δ
. 

 
In this expression, the left hand side is the mismatch active and reactive power given by, 
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where Y refers to the bus admittance matrix magnitudes and h refers to the phase angles 
of the bus admittance matrix entries.  The terms Pi and Qi refer to the specified active and 
reactive powers at bus i.  Assuming that the D# subvector alone is to be partitioned into a 
controlled portion (subscript c) and an uncontrolled portion (subscript u),  
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Figure C-1 shows the strategy in accommodating the FACTS controller. 
 
 
 

Bus j

FACTS

Bus j

Bus i Bus i

P    P

 
FACTS controller inserted in a line Equivalent circuit 

 
Figure C-1 
Strategy in accommodating a FACTS controller for the control of a bus phase angle in the 
steady state 
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 The resulting control formula is found using linear state estimation technology, 
and the control formula is, 
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where the Jacobian matrix is partitioned as need and as shown.  This leads to Example C-
1.  The purpose of these examples is top illustrate how to set-up the control formulas – 
for this purpose small three bus examples are useful. 
 
Example C-1 Steady state control of bus phase angle using P FACTS control 
 
 This is a simple example of an equivalent three bus power system as shown in 
Figure C-2.  This simple system is used also in Examples (C.2) and (C.3).  System data 
and loads for the example appear in Tables C-2 – C-3. 
 

Bus 2Bus 1

Bus 3
 

 
Figure C-2 
Equivalent three bus power system for Examples (C.1) – (C.3) 
 
 
 
Table C-2  
Load and bus data for example 

 Table C-3  
Line impedance data for example 

 
 Load and bus data   Line impedance 

Parameter Per unit 
value 

Comment  Line R 
(pu) 

X 
(pu) 

V1 1.05 +j 0.00 Swing bus  1 – 2 0.01 0.01 

S2 -0.96 +j 2.07 Load  1 – 3 0.00 0.05 

S3 -3.15 +j 2.85 Load  2 - 3 0.00 0.01 

 
The Jacobian matrix for this example using the ordering [DP2, DP3, DQ2, DQ3], [#2, 

#3, |V2|, |V3|] is (at a flat start of 1.05 per unit voltage profile) [J1], 
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0000.1260000.1050000.00000.0

0000.1055000.1570000.01250.55

0000.00000.03000.1322500.110
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In this example, a FACTS controller is inserted into line 1 – 2 to force the bus phase an-
gle at bus 2 to be –0.500 degree.  In this case the bus admittance matrix magnitude |Y| and 
phase angles h are, 
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The mismatch power and reactive power at the flat start are 
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Calculating the mismatch powers and setting up the equation 
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gives, 
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The Matlab code for the solution is 
 

%Example C.1 
%Jacobian matrix calculation 
%Normally this is calculated from v, |Y|, and  
%theta, but in this 
%example the Jacobian matrix is hard coded 
j=[-165.3750,110.2500,-52.5000,0;... 
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      110.2500,-132.3000,0,0;... 
      55.1250,0,-157.5000,105.0000;... 
      0,0,105.0000,-126.0000]; 
%Calculation of mismatch powers 
%Normally this is done by a formula, but the result  
%is hard coded in this simple example 
dpdq=[-0.96;-3.15;2.07;-2.85]; 
%Select out submatrices and subvectors 
%according to control formula 
a=dpdq(2:4); 
b=j(1,1); 
c=j(1,2:4); 
d=j(2:4,1); 
e=j(2:4,2:4); 
f=-0.5*pi/180; 
z0=[0;0;0]; 
%Calculate control 
soln=inv([-1,c;z0,e])*[-b*f;a-d*f]; 
%Print control 
soln(1) 

 
and the solution (i.e., power level setting of the FACTS controller) is found as,  
 

» epri0002exC1 
 
ans = 
 
    3.3985 

 
In this case, the answer, read as approximately 3.4 per unit,  may be reconciled as fol-
lows: 
 
• The active power flows in lines 1-3 and 3-2 can be simply calculated in the case of 

the application of the FACTS control.  In this case the system becomes simply radial 
as shown in Figure C-3, and the flow in 1 – 3 is found to be 0.7115 per unit. 

 
• Application of the lossless lumped transmission line formula for line 1 – 3 gives #3 = 

-1.8491 degrees, 

x

VV
P ba

ab

)sin(|||| δ
=  

0.7115 = (1.052 sin(#))/(0.05) 
# = 1.8491 degrees 

 
• In line 3 – 2, 2.4385 per unit active power flows from bus 2 to bus 3.  The transmis-

sion line formula gives #2 = -0.5817 degree, 
•  

x
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P ba

ab

)sin(|||| δ
=  

0
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2.4385 = (1.052 sin(#))/0.01 
# = 1.2674 

#2 = -1.8491 + 1.2674 = -0.5817 degree 
 
• Thus the target figure of #2 = -0.5 degree is approximately attained.  Actual power 

flow solutions give even a closer agreement. 
 
 
C.3 Steady State Control of Bus Voltage Magnitude 
 
 In this development, it is assumed that the FACTS device controls series reactive 
power flow from bus i to bus j much like that in Figure C-1.  It is also assumed that the 
bus voltage magnitude is to be controlled.  The development follows that of Section 
(C.2), and the result is, 
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The basis of the technology is linear state estimation technology for overdetermined sys-
tems.  From this expression, Example C-2 follows.  If the FACTS controller is actually a 
SVC, the partitioning is different, 
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and Example C-3 Follows from this formula. 
 
 
Example C-2  Steady state control of bus voltage using a series Q FACTS controller us-
ing fast methods 
 
 In this example, the same sample system is used as in Example C-1.  A series 
FACTS controller is inserted in line 2 – 3, and reactive power in that line is controlled.  It 
is desired to set the bus voltage at |V2| to 1.06 per unit.  This case follows the procedure in 
Example C-1 closely with the expression 
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  replacing the control equation Example C-1.  The Matlab code and solution are: 
 

%Example C-2 
%Jacobian matrix calculation 
%Normally this is calculated from v, |Y|, 
%and theta, but in this 
%example the Jacobian matrix is hard coded 
j=[-165.3750,110.2500,-52.5000,0;... 
      110.2500,-132.3000,0,0;... 
      55.1250,0,-157.5000,105.0000;... 
      0,0,105.0000,-126.0000]; 
%Calculation of mismatch powers 
%Normally this is done by a formula, but the 
%result is hard coded in this simple example 
dpdq=[-0.96;-3.15;2.07;-2.85]; 
%Select out submatrices and subvectors 
%according to control formula 
a=j(1:2,1:2); 
b=j(1:2,2); 
c=j(1:2,3); 
d=j(3,1:2); 
e=j(3,3); 
f=j(3,4); 
g=j(4,1:2); 
h=j(4,3); 
i=j(4,4); 
z0=[0;0]; 
%Specify desired voltage at bus 2 
v2s=1.06; 
%Calculate delta v2 
deltav2=v2s-1.05; 
%Calculate control 
soln=inv([a,c,z0;d,f,-1;g,i,1])... 
   *[dpdq(1:2);dpdq(3)-e*deltav2;dpdq(4)-
h*deltav2]; 
%Print control 
soln(4) 
    

The solution is, 
 

» epri0002exC2 
ans = 
    2.2435 

 
The reactive power setting of the FACTS controller is approximately 2.24 per unit as 
verified by power flow studies. 
 
Example C-3 Steady state control of bus voltage amplitude using a SVC 
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 In this example, the same sample system of Example C-1 is used.  A static var 
compensator is located at bus 2 and it is set to produce |V2| at 1.06 per unit.  The Jacobian 
matrix for the system is 
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and the inverse Jacobian matrix is 
 

.
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and the SVC control signal is calculated to be 
 

DQ2 = 1.099 per unit. 
 
 
C.4 Steady State Line Flow Control 
 
 The UPFC is generally proposed to control line flows.  The controlled flows may be used 
to control not only the flow in the line in which the UPFC is inserted, but also in remote lines.  A 
formulation using the transportation method is illustrated in Example C-4.  The basis of 
the method is Equation (5.1) repeated here as Equation C-1, 
 

Fnode = [L]Fbranch . (C.1) 
 
Example C-4 Control of remote line flows using the control of active power flow in one 
line 
 
 Consider the nine bus, twelve line illustrative system depicted in Figure C-3.   For 
this system, the bus injections are, 
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where negative numbers refer to actual active power loads, and positive numbers refer to 
generated injections of active powers, all in per unit.  The superscript A refers to a base 
case operating strategy (case B will be discussed momentarily). Using the line direction 
notation in Figure C-3, the line flows are found from a power flow study as, 
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Again, the notation is in per unit with the active power shown.  For this example, the line 
– bus incidence matrix L is, 
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Consider now a FACTS controlled case, case B, in which a UPFC is inserted in 
line 7.  And further consider that the control in line 7 is to actually control two remote 
lines, namely lines 1 and 6.  The desired control is 
 

30.110.1 61 −== B
line

B
line PP  

 
The superscript B notation refers to the FACTS controlled case.  Then Equation (C.1) be-
comes, 
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Line designator 
number, arrow 
shows assumed 
direction of flow 

  Active power load, the per 
unit value is shown in ‘injec-
tion notation’, i.e., generation 
is positive, load is negative 
 

    System bus, designator num-
ber shown 
 

Figure C-3 
Illustrative power system used in Example C-4 
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where A, B, D, E, F refer to partitions of the incidence matrix L, subvector F is ‘floating’, 
and subvector G is given line loads that are not controlled.   The base case subvectors of 
the line flow vector are, 
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For this example, the linear state estimator of the control, namely B

lineP 7  is 

 
)( 617 EGCPBFAPPDP B
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and assuming that the bus injections (loads) are not changed from case A to case B, one 
obtains the Matlab formulation as follows, 
 
 

%Example C.4 
%Example to show the control of active power flow in two 
%remote lines using 
%a UPFC controller. 
%Calculate the line – bus incidence matrix (normally this 
%is built from line data -- it is hard coded here) 
l=[1,0,1,0,0,0,0,0,0,0,0,0;... 
      -1,1,0,1,0,0,0,0,0,0,0,0;... 
      0,-1,0,0,1,0,0,0,0,0,0,0;... 
      0,0,-1,0,0,1,0,1,0,0,0,0;... 
      0,0,0,-1,0,-1,1,0,1,0,0,0;... 
      0,0,0,0,-1,0,-1,0,0,1,0,0;... 
      0,0,0,0,0,0,0,-1,0,0,1,0;... 
      0,0,0,0,0,0,0,0,-1,0,-1,1;... 
      0,0,0,0,0,0,0,0,0,-1,0,-1]; 
%Construct the required submatrices 
a=l(:,1); 
b=l(:,2:5); 
c=l(:,6); 
d=l(:,7); 
e=l(:,8:12); 
%Enter initial line flow subvectors and bus load vector 
pb=[2.00;0.50;-0.50;-2.00;0;0.20;-0.10;0;-0.10]; 
p1b=[1.1]; 
p6b=[-1.3]; 
f=[1.00;0.50;1.00;1.00]; 
g=[0.00;-1.00;1.20;-0.10;-1.10]; 
%Use linear state estimator formula to calculate UPFC command 
%in this case this is the command flow in line 7 
p7b=Pinv(d)*(pb-a*p1b-b*f-c*p6b-e*g); 
%print result 
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p7b 
    
 
And the solution is found as, 
 
» epri0002exc4 
 
p7b = 
 
    0.3500 
 
 In Example C-4 state estimation error can be calculated simply as 
 

)( 617 EGCPBFAPPDPError B
line

B
line

B
bus

A
line −−−−−=  

 
This was done in Matlab, and the result is approximately 0.3 per unit (root mean square 
error).  Note that in this case, no measurements were use to develop the FACTS control, 
and no weights were used to develop this signal.  Also, the single UPFC is used to control 
two line flows. 
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