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Researchers around the world have recently engaged in efforts to 
identify and develop methods to measure and reduce the power 
consumed by data centers. This paper highlights existing and emerg-
ing opportunities for reducing losses and improving the efficiency 
and reliability of power flow and heat transfer in data centers.

Data Center IT Equipment and Issues
The electricity supplied to data centers is used to drive the IT equip-
ment and the supporting infrastructure equipment (principally cooling 
equipment). IT equipment in data centers consist of servers, storage 
devices, and network equipment. Servers account for a large fraction 
of the energy consumed by data centers. The modern server, which 
is energy-intensive and generates abundant heat, continues to drive 
advances in infrastructure cooling and electric distribution equipment. 

Data centers have evolved over the years from one or a few single-
corded devices running on 120-volt power sources, to a mix of 
120- and 208-volt single- and dual-corded equipment, to rack 
servers with a high number of 1U and 2U servers running on 208 
volt, to high-density data centers with blade servers and techniques 
that concentrate the power usage (through virtualization, unified 
networks, or consolidation, as explained later in this section).6 

It is most efficient to operate servers at high utilization rates because 
no-load losses represent a large fraction of their power requirements. 
Virtualization (sometimes called consolidation) enables multiple virtual 
machines to operate on a single physical machine, by sharing the 
resources of that single computer for multiple applications. Different 
virtual machines can run different operating systems and multiple 
applications on the same physical computer. This ensures that each 
computer is utilized to the fullest extent possible, improving energy 

Introduction
A data center is a large concentrated load about 20 times more 
energy-intensive than the typical commercial building and 80 
to 100 times more energy-intensive than the typical home. They 
operate continuously 24 hours a day, 365 days a year. Paradoxi-
cally, data centers are both the result of America’s shift to a service 
economy and one of its most powerful drivers. Because informa-
tion technology (IT) equipment is vital to modern, seamless 
communication, reliability naturally tends to be the most impor-
tant criterion for the selection of IT equipment, with first-cost 
typically next in importance, followed by operating and energy 
costs. The power density of IT equipment in data centers has been 
increasing, causing the energy requirements for cooling and other 
infrastructure to increase.

Between 2000 and 2006, the number of servers being installed in 
the United States increased from 5.5 million per year to 10.9 mil-
lion per year. Energy use in data centers was estimated to be 1.5% 
of the U.S. total electricity use in 20061 and was expected to double 
in five years. Power failures—as well as limitations on space, power, 
and cooling capacity—were expected to affect almost all data centers 
in that time period.2

Coupled with inefficient air conditioning and other components, a 
typical data center consumes about two to three times more power 
than its IT loads.3 Over half of the power consumed by power 
systems and cooling systems is fixed (it does not vary with the IT 
load). Power and cooling systems that can operate at or near capac-
ity and can adjust capacity to meet loads will reduce the effects of 
fixed losses and transients and increase efficiency.4 A benchmarking 
study of 22 data centers by LBNL5 revealed that energy consumed 
by a typical data center was distributed across the load classes shown 
in Table 1. 
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Table 1 – Data Center Energy Use by Equipment Type (from LBNL)

Application Fraction of Facility Power

Servers 46%

HVAC Cooling 23%

HVAC Fans 8%

UPS 8%

Lighting 4%

Other 11%
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efficiency. (Processors themselves may account for up to 30% of data 
center energy use. Loading one server at 80% rather than four servers 
each at 20% clearly provides major energy savings. Because energy is 
not required for the rotating hard drives, mother board, input/output 
slots, memory, fans, and power supplies for the three servers, they can 
be turned off.)7 On the other hand, consolidating four applications 
on one server can create reliability issues that need to be addressed 
(perhaps with some redundancy) in case that server fails. 

Each virtual machine contains a complete operating system. In or-
der to dynamically allocate hardware resources, at least one provider 
of the virtualization software inserts a layer of software contain-
ing a supervisor for the virtual machine directly on the computer 
hardware or on a host operating system. Multiple operating systems 
and applications run simultaneously on a single physical computer. 
Because the CPU, memory, operating system, and network devices 
are encapsulated on a single machine, a virtual machine should be 
completely compatible with all standard operating systems, applica-
tions, and device drivers.8

Utilization can also be improved through matrix switching, where 
equipment is dynamically reallocated to meet requirements, ensur-
ing that equipment is available to meet computing loads and is 
utilized to the greatest extent possible.9 Interconnections and dupli-
cation of capabilities need to be considered to provide redundancy 
and associated improvements in availability. 

Multiple-core processors can perform far more computations than a 
single-core processor using the same space and energy. (Dual-core, 

quad-core, and eight-core processors are available and are more  
compact, use less power, and produce less heat than single-core 
processors.)10 A small reduction in clock frequency causes a small 
reduction in the amount of work performed but also results in a 
large reduction in the energy consumed.11

Power management should be employed whenever possible to mini-
mize power usage when equipment is idle. One power-management 
approach simulated energy savings of 26% for the IT equipment over 
an eight-week period.12 Power-management software is often not 
used because of concern for compromising the timeliness of server 
response that could adversely affect the operations of data centers.7

Cloud computing permits users to access pooled resources maintained 
by a third party and to take advantage of the associated economies of 
scale. These economies need to be balanced against possible security 
issues associated with use of these pooled resources. Cloud computing 
has facilitated functions such as remotely hosted services (applications 
that run outside corporate data centers), grid computing (deploy-
ing computers to simultaneously work on a task), utility computing 
(permitting users to pay for computing power as they use it), and 
software as a service (providing software services over the internet).13 
The MAID (massive array of idle discs) system saves energy by idling 
discs and allowing them to be spun up when needed.

Electricity Distribution to a Data Center
Figure 1 shows the elements of power conversion from the utility 
grid to IT equipment.14 The uninterruptible power supply (UPS) 

Figure 1 – Steps in Delivering and Conditioning Grid Power to IT Servers
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protects the system from disturbances in the supply of electricity. 
The power distribution unit (PDU) transforms the power to the 
appropriate voltage. The power supply converts the power to DC, 
improves the power factor, and regulates the voltage to the level 
required for the IT equipment.

The power delivered to the data center is converted to DC power 
so that the batteries in the UPS can be charged and discharged as 
needed. The power is then converted back to AC and fed to the 
power supply. Voltage regulators then condition the power for deliv-
ery as low-voltage DC to the IT equipment. There are inefficiencies 
accompanying each of these steps and with the associated equip-
ment that result in losses of more than 20 to 40% in delivering 
power from the utility to the IT equipment. Using the best available 
power supplies, processors, and UPS equipment can save almost 
30% of the power required by the data center.15 Each of these steps 
is discussed in the following paragraphs.

The UPS is designed to provide reliable power to the IT equipment. 
Batteries are typically used as backup power that can be deployed 
in the event of a disruption in electric service. UPS efficiency var-
ies with load factor, and fixed losses adversely affect efficiency for 
load factors below 0.4. Figure 2 (on the following page) shows a 
collection of UPS efficiency curves as a function of load supplied 
by manufacturers.14 Over the past five years, manufacturers have 
improved their efficiencies, so new test data is needed, but efforts to 
consolidate loads, adding smaller UPS modules to match the load, 
or possibly multiplexing the loads should keep efficiencies on the 
flat part of the curve in between 85 and 95%. 

PDUs transform the power to the desired voltage while balancing 
the load across the three AC phases and providing protection for 
each server.16 Existing PDUs typically have an average efficiency 
of about 95%,17 with efficiencies varying from 93 to 99%. The 
standard power distribution for large data centers in North 
America is 277/480-volt three-phase power, which supplies PDUs, 
which in turn convert the voltage to 120/208 volts. 

Power supply units (PSUs) convert the 120/208-volt AC to 
low-voltage DC, which is adjusted to the specific voltage require-
ment of each DC device (such as the CPU and other chips) by 
voltage-regulator modules. This DC voltage (12 V or 48 V) is 
then distributed across a back plane to other voltage regulators, 
which produce lower voltages for the internal devices, CPU, and 
memory.16 Power supplies can also provide power-factor correc-
tion to reduce harmonics and thus reduce current requirements 
and wiring costs. Electrolytic capacitors are provided to permit 
ride-through of at least one power cycle during an outage. Histori-
cally, most power supplies have been much less efficient at 10 to 
30% of load (around 60%) compared to their efficiency at 50 to 
75% of full load (of around 75%). Today, the efficiencies of power 
supplies have improved to over 80% for many manufacturers, and 
over 90% for a few.

Improvements in Power Supply Efficiency 
In early 2002, California Energy Commission Public Interest 
Energy Research (PIER) (http://www.energy.ca.gov/) funded a 
project to study the active-mode efficiency of desktop computer 
power supplies. EPRI laboratories performed the efficiency mea-
surement of 50 to 100 randomly chosen computer power sup-
plies bought off the shelf. To its surprise, EPRI discovered that 
such power supplies were only about 50 to 60% efficient. This 
was a surprising result for the California Energy Commission 
(CEC) and other agencies involved in improvement of energy 
efficiency. This laboratory result led to funding from the CEC 
to develop a procedure for measuring the efficiency of internal 
computer power supplies. In 2003, EPRI partnered with Ecos 
Consulting (www.ecosconsulting.com), a policy-development 
and research firm, for this effort and developed a general proto-
col for measuring the efficiency of internal power supplies, which 
now serves as a de facto standard in the power-supply community 
for efficiency measurements. It is important to note that without 
this universally accepted test procedure, the industry would be 
left with no organized method for measurement and verification Figure 2 – Typical UPS Performance vs. Load Factor
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of efficiency. As a result of this work, Ecos launched a program 
called 80 PLUS, which manages a utility-based incentive pool to 
help manufacturers meet efficiencies of 80% or more at 20, 50, 
and 100% of rated load.

In 2005, the U.S. Environmental Protection Agency’s ENERGY 
STAR program funded EPRI and Ecos to measure the efficiencies 
of the computer power supplies using the latest power-supply 
efficiency test protocol (available at www.efficientpowersupplies.
org/methods.asp) to determine the level with which the power 
supply industry had responded with higher-efficiency power sup-
plies. The study showed that the market had begun to respond, 
with a handful of designs that met the 80 PLUS criteria. By 
the middle of 2006, there were 29 manufacturers offering 123 
designs that complied with 80 PLUS. In 2007, ENERGY STAR 
adopted the 80 PLUS specification, and today, there are over 
1200 compliant models on the market. Figures 3 and 4 show the 
improvement trends for desktop and server power supplies under 
these programs.

Ecos has worked diligently with a new entity called the Climate 
Savers Computing Initiative (CSCI), which is a consortium of 
end users and vendors. 80 PLUS and CSCI have aligned their 
specifications for computers and for servers, with three levels of 
compliance: bronze, silver, and gold. ENERGY STAR will use 
this work to create its next specification.

DC Versus AC Power
If DC power is delivered by the utility, then steps involving con-
version from AC to DC and from DC to AC can be eliminated 
(see Figure 5 on the following page). In a 2006 joint project, 
Lawrence Berkeley Labs, Ecos Consulting, and EPRI constructed 
and tested a proof-of-concept DC system. This system was com-
pared to an AC reference system consisting of the most efficient 
conversion components available. Test results show that the system 
achieved energy savings of about 7% compared to the reference 
AC system and saved 28% compared to a typical current AC 
system (61% efficient).18

Studies by Intel, Emerson, and EYP have shown that benefits that 
accrue to DC distribution are not limited to efficiency and include: 

•	 No phase balancing, resulting in reduced power strip and wiring 
complexity.

•	 No synchronization required to parallel multiple sources.

•	 No harmonics and therefore no power-factor-correction cir-
cuits.

•	 Fewer breakers are required because of fewer stages.

•	 Simplified wiring, because only two wires are required.

•	 No need for complex interlocks, permitting simpler proce-
dures.

•	 No losses due to distortion.

Figure 3 – Desktop Power Supply Efficiency Trend

Figure 4 – Server Power Supply Efficiency Trend
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Additional benefits attributable to higher voltage include: 

•	 Simplified wiring, especially at higher power densities.

•	 Lower currents than at 48 VDC (which is commonly used in 
telecom central offices). Therefore, smaller wires are used, the 
use of natural resources is reduced, and less energy is required to 
process materials.

•	 Simpler/more efficient connection to renewable energy 
sources.

In addition, those organizations found about a 7% reduction in 
energy consumption, twice the reliability, a 33% smaller footprint, 
and a 15% reduction in capital expense. Other investigators, while 
acknowledging the efficiency advantages of high-voltage DC power, 
suggest that these advantages are minor19 and can be outweighed 
by factors such as compatibility and availability of IT and cooling 
equipment.20 However, there is a burgeoning interest in moving 
toward DC distribution for all the reasons listed above.

Cooling Data Centers 
The classic configuration of a data center with cooling loads of 25 to 
40 watts/ft2 evolved to an approach with the rows facing in the same 
direction to impart a sense of organization and the computer room 
air conditioners (CRACs) placed at the ends of the rows. The floor 
had no perforated tiles. Cold air was directed to the bottom of the 
IT equipment and discharged out the top. With the introduction 
of rack-mounted servers, power levels rose, and cabinet orientation 
became a problem because air that entered in the front of the equip-
ment was discharged out the rear and into the front of the next row. 

Because of those shortcomings, the “hot aisle/cold aisle” concept 
was developed in the 1990s. In this arrangement, CRACs were 
still located at the perimeter, but in the cold aisles, the cool air was 
delivered from under the floor via perforated tiles, which required 
the floor to be raised 12 to 30 inches.21,22

Figure 6, on the following page, shows the ideal operation of the 
hot aisle/cold aisle concept, with the cold air being delivered in 
cold aisles to the inlets of the racks and the hot air flowing in hot 
aisles from the racks to the inlet of the CRAC or computer room air 
handler (CRAH). 

Figure 7, on the following page, shows how the hot aisle/cold 
aisle concept might actually work with some of the hot air short-
circuiting back to the rack and creating hot spots near the top of 
the rack. One way to avoid this short-circuiting is to use fans with 
variable-speed drives to increase the cold aisle flow to keep the hot 
air out of the cold aisles. This cooling method is still used in many 
data centers with deeper raised floors (2 to 4 feet are common), but 
this approach is cost-effective only up to a certain level of power dis-
sipation (8 to 12 kW per rack or a rack density of 120 to 150 watts/
ft2).23 Today, a typical server rack can consume about 10 to 20 kW, 
and typical blade servers require as much as 20 to 30 kW per rack. 
To simplify cooling, some data centers have spread the loads across 
half-empty racks to limit power and corresponding cooling require-
ment to 150 to 200 watts per ft2 of floor space.24 This is often 
referred to as “white space.”

As heat loads have increased, techniques for removing heat have 
improved. These techniques include placing cooling devices closer 
to the heat load (reducing fan power), concentrating the cooling 

Figure 5 – Typical Data Center Configuration and Efficiencies Achieved in 208-VAC System (Top) vs. 400-VDC System (Source: Delta Products Corp.)
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on the most temperature-sensitive portions of the IT equipment 
(minimizing overcooling), and reducing mixing of the cold inlet air 
and hot exhaust air. The latter increases the efficiency of the cooling 
system by maximizing the temperature difference between the inlet 
air and exhaust air. Other techniques that can be employed are using 
close-coupled, in-row, overhead, enclosed systems (hot-aisle or cold-
aisle containment), and direct cooling of server components.

Another approach is to use hot aisle or cold aisle containment. Aisle 
containment constrains the air to the cold aisle or the hot aisle, min-

imizing air short-circuiting, recirculation, and mixing. This can sig-
nificantly increase the temperature difference between the air leaving 
the cooling equipment and the air entering the cooling equipment, 
thereby improving the efficiency of the cooling system. (Mixing and 
short-cycling were found to be a major cause of thermal problems 
in data centers, resulting in an average of two to three times more 
cooling than was required.)25,26 Cold aisle containment as shown 
in Figure 8 on the following page, has the advantage of being able 
to use a free return for the exhaust air to be drawn into the cool-

Figure 6 – Example of Ideal Hot Aisle/Cold Aisle Orientation

Figure 7 – Example of Typical Hot Aisle/Cold Aisle Orientation and Possible Issues
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ing equipment, but it keeps most of the data center uncomfortably 
hot for personnel working in this environment (80°F to as much as 
100°F).27 If equipment other than servers is contained in the data 
center, then a separate means must be provided for their cooling. 

Hot aisle containment provides a comfortable working environment 
(~70°F) outside the hot aisles, but this approach requires a chimney 

or other ducting to ensure that the hot air from the contained aisles 
is not directed back to the inlet of the cooling equipment. More 
cold air is available for emergency cooling during a disruption of 
the cooling system, extending operating time in this mode to ap-
proximately seven times more than with cold aisle containment (to 
perhaps a few minutes rather than just seconds).28 This approach is 
shown in Figure 9.4

Figure 8 – Schematic of Cold Aisle Containment Configuration

Figure 9 – Schematic of Hot Aisle Containment System
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Rack containment as shown in Figure 10 is a refinement of hot aisle 
containment, with ducted exhaust-rack cabinets to draw air through 
the cabinet to keep operating temperatures within acceptable limits. 
Managing the exhaust air-flow completely segregates the hot exhaust 
air by directing it up an exhaust duct at the top rear of the cabi-
net. This approach allows perforated tiles to be used anywhere in 
the room. Heat loads of 17 to 25 kW have been handled with this 
system. Systems of this type are being designed to handle 30 kW per 
cabinet.29

With row-based cooling, the cooling equipment is placed in spaces 
between racks or above the racks, minimizing the distance between 
the load and the cooling source and reducing fan energy compared 
to the room-based cooling approach. Row-based cooling does 
not require raised floors. With rack-based cooling, the distance 
between the cooling equipment and the load is reduced further 
by putting the cooling system inside the rack, closer to the heat 
load, enabling up to 50 kW to be removed from the rack.30 The 
principal disadvantage of this approach is the cost and large num-
ber of air-conditioning devices and associated piping compared 
to the room and row approaches. CRAC or CRAH equipment 
can be located on the floor of the data center or above the ceiling. 
Floor-mounted units seem to be typical for larger data centers, 
with ceiling-mounted units sometimes used in computer rooms 
and small data centers.

Cooling Equipment
Currently available cooling systems designed for data centers range 
from air-cooled systems using CRACs and CRAHs, to systems 
where liquid (refrigerant or water) is pumped to the racks and used 
to cool the air in the racks, to direct-liquid-cooled systems with 
refrigerant or dielectrics injected onto cold plates attached directly 
to the server electronics. Systems that use a vapor-compression cycle 
can be included as part of the liquid-delivery configurations. There 
is a large array of possible permutations and combinations of cool-
ing configurations. These include aisle containment, as mentioned 
above, in-row positioning of the CRAHs, overhead or top-mounted 
CRAHs, liquid-cooled rear doors that pull hot air in from the serv-
ers and decrease power consumption of the fan, and spraying liquid 
into the server enclosure.

More and more data centers are implementing liquid cooling 
to handle the increasing loads, resulting from the higher power 
density of IT equipment such as blade servers. Liquid cooling 
takes advantage of the better transport and heat-transfer proper-
ties of liquids (water, refrigerant, or dielectric fluids) compared 
to gases (air) and takes advantage of the consequent ability to 
more easily remove high heat loads from racks. The most com-
mon approach is to integrate a chilled-water loop into the rack 
itself. Capturing heat directly from the racks allows for greater 
water-side economizer free-cooling, which can reduce the energy 

Figure 10 – Schematic of Rack Containment System
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use of the cooling system by 70% or more. It may be possible 
to eliminate fans entirely with direct liquid cooling. Designs 
currently offered vary from simple chilled-water systems with 
integrated fans to systems that incorporate the chilled-water coils 
into the coolers of the rack cabinet. Many of these systems are 
designed with sophisticated leak-detection systems to minimize 
the negative consequences of leakage. These systems can accom-
modate a much higher power density than air cooling systems. 
These liquid cooling systems could use a lot less floor space than 
systems with CRACs or CRAHs.31 Figure 11 shows a schematic 
of a typical liquid-cooled facility with four separate cooling 
loops: a condenser-water system (CWS), a chilled-water system 
(CHWS), a technology cooling system (TCS), and a Datacom 
equipment cooling system (DECS).32

These loops are interrelated and need to be designed and controlled 
to effectively move heat from the electronics through the loops to the 
external environment. Multiple coolant loops provide advantages in 
reducing the quantity of fluid that can leak into the data center, pro-
viding some control opportunities that can reduce energy and increase 
flexibility. Systems should be designed to provide ease of installation, 
commissioning, operation, maintenance, and troubleshooting; redun-
dancy for critical components; and flexibility to scale the system up to 
accommodate growth in the IT heating load.33

The Coolant Distribution Units (CDU) and TCS isolate the 
electronics in the data center from the chilled-water system and 
provide enhanced control to prevent condensation, minimize the 
consequences of a liquid leak, and provide flexibility with regard 

to coolant fluid flow and heat transfer. The CDU can control the 
loop temperature to above the dew point, isolate the cooling fluid 
for the data center to minimize the negative consequences of a 
leak, and minimize the filtration requirements of the building 
chiller water. The CDU also affords isolation of the CHWS and 
CWS from the electronics and permits use of a different cooling 
fluid. Some commonly used approaches to liquid cooling of cabi-
nets are shown in Figure 12 on the following page.32,33

Other approaches use a base plate or cold plate that is attached 
directly to the server internal components. The cold plate is cooled 
directly by liquid flowing over the cold plate surface34 or sprayed 
onto the surface of the cold plate.35,36 The electronics are cooled 
via the conduction path to the cold plate. Liquid does not enter 
the server enclosure with either approach. These approaches, while 
requiring planning in configuring the server racks, clearly have a lot 
of potential for removing large quantities of heat, but there is resis-
tance to this technology (due perhaps to the need for such advanced 
planning and coordination and also due to the fear of placing cool-
ant near the electronics).37

If the outside temperatures are low enough, outside air can be 
used for cooling, eliminating or reducing the need for vapor-
compression loops. Avoiding the use of compressor energy 
provides very high cooling efficiency and associated energy sav-
ings. The equipment used to take advantage of these low outside 
air temperatures is called an economizer. Economizers can be 
configured as air-side economizers, water-side economizers, and 
adiabatic economizers.

Figure 11 – Schematic of Liquid Cooling Loops in a Typical Liquid-Cooled Facility38
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Air-side economizers bring outside air directly into the condi-
tioned space of the data center and as such can adversely affect 
contamination and moisture levels in the data center. Therefore, 
humidity and contamination need to be monitored and con-
trolled. Enthalpy control should be used to avoid the need for 
humidification.38

When the outdoor enthalpy is below the required supply air en-
thalpy, cooling via a vapor-compression cycle may not be required. 
(Full “free cooling” can be attained when the outside air is at least 
2°F below the entering temperature of the cold aisle.) When the 
outdoor enthalpy is between the required enthalpy of the supply 
air and the required enthalpy of the return air, some cooling by 
way of a vapor-compression cycle will be required to deliver the air 
at the required supply-air enthalpy. (Partial benefit can be attained 
when the outside air temperature is at least 2°F below the air 
temperature returning to the air handler of the computer room.)39 
Some humidification may be required as well. Some studies have 
shown that higher contaminant levels are present in the air envi-
ronment of a data center when using 100% outside air. To keep 
contamination levels under control, the MERV rating when using 
outside air needs to be 10 or 11. (This compares to a MERV of 8 
or 9 with 100% recirculation air.)40 Commissioning and recom-
missioning are advised to ensure that contaminants are kept under 
control.41

Water-side economizers use water rather than air to deliver free 
cooling when outdoor conditions are favorable. Water-side 
economizers have the advantage over air-side economizers in not 
introducing additional outside air and associated contaminants 

and moisture to the data center space during economizer opera-
tion. However, using water as an intermediate fluid introduces 
additional temperature differences that reduce some of the avail-
ability of “free cooling.”

Integrated economizers are piped in series with the chiller and can 
be used to unload the chiller when full economizer operation is 
not possible. Parallel water-side economizers can be used to replace 
the chiller when the wet bulb temperature of the outside air 
permits complete economizer operation. When the economizer is 
operated in series with the chiller, additional free cooling benefits 
can be delivered, with the chiller making up for the cooling when 
outdoor temperatures are not low enough to permit the econo-
mizer to deliver water of a sufficiently low temperature to do all of 
the cooling.

Both direct and indirect systems are used. With the direct system, 
the water is cooled in a cooling tower or in a dry cooler by the am-
bient air. This water passes directly into the facility cooling coil in 
parallel with the chilled-water piping that would be used when the 
chiller is operating. The most common type of direct water-side 
economizer uses dry (air) coolers to cool the condenser water.42 

With the indirect system, the water-side economizer piping 
has a flat-plate heat exchanger between the water in the cool-
ing coils and the water in the condenser or dry cooler loop. The 
heat exchanger isolates the chilled-water loop from the condenser 
water to prevent fouling of the coils. Indirect systems require the 
outdoor wet bulb to be 7 to 10°F below the designed chilled-water 
temperature. 

Figure 12 – Typical Configurations for Liquid Cooling of Racks
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Water-side economizers are best suited to climates where the wet-
bulb temperatures are 45°F or less (and therefore can be retrofitted 
to use most existing chillers designed for 42°F water) for more 
than 3000 hours per year. Water-side economizers can also be inte-
grated into CRAC DX units with a free coil (which is cooled with 
a cooling tower, dry cooler, or spray cooler). The coil is inserted as 
an alternate path for the refrigerant.16 At 55°F, they can be used in 
many CRACs with appropriate chilled-water reset. 

Adiabatic-cooled economizers are derivatives of the air-side econo-
mizer and use a wetted media as a humidifier component. An 
adiabatic humidifier exposes water to an air stream and uses the 
heat energy, for example, of a waste-heat air stream to evaporate 
the water.31

Air-to-air indirect evaporative coolers can address the cooling load 
with a cooling energy-efficiency ratio of greater than 50.43 Hot 
aisle return air is sensibly cooled by the ambient air stream drawn 
across the wetted exterior of the tubes. The units are sized to yield 
a 70% approach of the 100°F temperature of the hot aisle return 
to the ambient wet-bulb condition of the outdoor air. When 
coupled with a refrigeration system during high ambient humidity 
conditions, the EERs will be in the range of 12 to 15. These units, 
called recirculation air cooling by evaporation (RACE), offer the op-
portunity for efficient heat rejection while limiting contamination 
from outside air. During winter operation, it should be possible to 
operate without the spray pump.

Several studies have estimated the availability of free cooling in 
different locations under different conditions. Work by LBNL44 
citing Green Grid tools45 shows that full economizer operation 
can be used for most of the year (over 98% of the time in San 
Francisco, 93% of the time in London, 75% of the time in New 
York, and 51% of the time in Dallas), with a 68°F supply air 
temperature and 50°F dew point. Partial use of an economizer 
(some use of the chiller to augment the free cooling) increases 
economizer availability to 100% in San Francisco, 96% in 
London, 81% in New York, and 57% in Dallas. Research shows 
that the adiabatically cooled economizer provides much greater 
availability than the air-side economizer, which, in turn, provides 
greater availability than the water-cooled economizer.16 Supply 
temperature increases provide substantial increases in economizer 
availability.

What’s in the Future?
Improvements are expected to continue in the efficiency of servers, 
electric-distribution equipment, and cooling equipment. Virtu-
alization will increase in acceptance, along with other techniques 
and equipment used to consolidate server utilization. This will 
increase the power use and power density of servers, consequently 
requiring cooling equipment to remove greater heat loads, logi-
cally creating a shift to more liquid-cooling systems, including 
direct liquid cooling such as spray cooling. Modular server systems 
with packaged cooling systems and other ancillary components are 
likely to increase in acceptance, affording increased flexibility in 
meeting increases in facility computing loads. 

In the power-conversion or electric-distribution areas, higher-
efficiency power supplies, UPS systems, high-voltage power 
distribution, and DC systems will increase in market penetration. 
Encouraging this growth will be programs like ENERGY STAR 
and 80 PLUS programs, as well as efforts to improve DC compo-
nents and CHP technologies

Studies to understand the effects of humidity and contamina-
tion on IT systems could result in the relaxing of limitations on 
humidity and contaminants in data centers or could encourage 
making the IT equipment more tolerant to these environmental 
conditions. Either of these outcomes would result in saving energy 
by reducing filtration, humidification, and dehumidification 
requirements as well as permitting greater use of air-side econo-
mizers. 

Use of intelligent controls, including greater use of power manage-
ment that does not impair the functionality of IT equipment, is 
expected to increase.

All of these improvements, as well as the best practices described 
in this paper, will be more widely accepted as well-documented 
case studies appear in the literature. Additionally, there is a 
distinct need for more carefully constructed and executed tests 
that isolate the effects of individual equipment attributes and 
operational alternatives, particularly on data center performance 
and energy use.
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